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#### Abstract

Point cloud registration combines multiple point cloud data sets collected from different positions using the same or different devices to form a single point cloud within a single coordinate system. Point cloud registration is usually achieved through spatial transformations that align and merge multiple point clouds into a single globally consistent model. In this paper, we present a new segmentation-based approach for point cloud registration. Our method consists of extracting plane structures from point clouds and then, using the 4-Point Congruent Sets (4PCS) technique, we estimate transformations that align the plane structures. Instead of a global alignment using all the points in the dataset, our method aligns 2-point clouds using their local plane structures. This considerably reduces the data size, computational workload, and execution time. Unlike conventional methods that seek to align the largest number of common points between entities, the new method aims to align the largest number of planes. Using partial point clouds of multiple real-world scenes, we demonstrate the superiority of our method compared to raw 4PCS in terms of quality of result ( QoS ) and execution time. Our method requires about half the execution time of 4 PCS in all the tested datasets and produces better alignment of the point clouds.
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## 1. Introduction

Point clouds are one of the most important data representation methods used to represent 3D scenes and objects. In civil engineering, high-precision scanners are used to accurately capture buildings in the form of point clouds for planning, management, and restoration, among many applications. Museums use various technologies such as scanners and time-of-flight cameras (ToF) to digitalize their collections and make them available to remote users. In robotics, point clouds are used for 3D representation of scenes to achieve more accurate navigation. Point clouds are usually obtained using a variety of technologies, including lasers, stereo cameras, ToF, and LiDAR [1]. For large objects or scenes, point clouds are captured from several positions. Each point cloud is a partial representation of the scene (object) that needs to be merged into a single point cloud to form the entire scene. A registration process then combines the partial point clouds, captured from various positions into a single point cloud of the scanned scene. Partial point clouds are not always in the same coordinate system. Therefore, require during the registration process an alignment in the same coordinate system.

Point clouds alignment is linked to surface registration, an instance of partial matching of 3D point sets problem [2]. Surface registration is the process of identifying and matching corresponding regions across multiple scans with arbitrary initial positions and estimating transformations that best align the
scans to each other. The overall goal of aligning 2-point clouds is to estimate the transformation that consistently aligns the 2-point sets [3].

The classical approach to solve point cloud alignment problems can be summarized in three main steps, as shown in Figure 1. First, a search for correspondences between the point clouds is performed. Then, the transformation $T$ between the set of correspondences is computed. This is followed by the alignment of the initial point sets using T. As presented in [4,5], to compute the transformations necessary for the alignment of 2 sets of points in $\mathbb{R}^{3}$, only 3 pairs of corresponding points from both sets are needed. To solve point cloud alignment problems, one solution is to test all possible combinations of three or more pairs of corresponding points from the 2-point clouds. However, given the large size of point clouds (several millions of points), a brute force approach that performs all possible comparisons would lead to prohibitively long computational time. Several approaches have been proposed to speed up the registration process [6]. 4PCS is one of the most recently used point cloud alignment methods because of its speed, accuracy, and capacity to handle alignments from arbitrary initial positions [3,7]. However, when the overlap ratio between the two entities to be aligned is very low (under 20\%) and the overlap focuses on a relatively small area of the point clouds, 4PCS matches point clouds with misalignment [8], thus leading to a low quality of results.

We present a novel and reliable method for point cloud alignment. Our method uses efficient plane segmentation algorithms to perform point cloud alignment [9-11]. Our algorithm uses as inputs 2 point clouds and divides them into plane segments. From the alignment of the planes, our algorithm extracts the transformation that best aligns the initial point clouds. The algorithm is simple and does not require the initial positions of the point clouds. We performed tests on partial point clouds with low overlap. Our method shows a better alignment of the point clouds and shorter execution times compared to raw 4PCS. The alignments were performed on segments rather than on entire point clouds and are more likely to find reliable transformations that effectively align the point clouds in cases with low overlap.

The paper is structured as follows: In Section 2, we review some relevant works on point cloud registration. The proposed model and algorithm are presented in Section 3. Section 4 presents experiments and results of the proposed method, followed by the conclusions in Section 5.


Figure 1. General approach to point cloud registration: let $P$ and $Q$ be two sets of overlapping points in two different spaces. $P$ and $Q$ are aligned in the same space using the following steps: 1-find two sets of corresponding points $P^{\prime}$ and $Q^{\prime}$ in $P$ and $Q$ respectively; 2 -compute the transformation $T$ such that $T\left(P^{\prime}\right)=Q^{\prime} ; 3$-use T to align P and Q (apply $T(P)$ ).

## 2. Related Work

Point cloud registration has been performed using a variety of methods in the literature [6,9,12-15]. The effectiveness of 3D point cloud matching was demonstrated by Faugeras and Hebert [16] as part of their work on the 3D representation of objects in the early 1980s. To locate and recognize rigid objects in 3D space, they proposed a matching algorithm based on quaternions. The main drawback of their algorithm is that it requires the presence of relatively large planar regions within the point clouds. To improve this work, several other methods have been proposed, including Iterative Closest Points (ICP) introduced by Besl, et al. [4] in 1992. ICP is one of the most widely used basic approaches for point cloud registration. It is simple and easy to implement. Given two point sets $P$ and $Q$ in arbitrary initial positions, ICP aims to align $P$ to $Q$ as follows:

1. Initialize registration parameters (Rotation, Translation, Scale) and registration error.
2. For each point in the $P$, find the corresponding closest point in $Q$.
3. Compute registration parameters, given the point correspondences obtained in step 2.
4. Apply the alignment to $P$
5. Compute the registration error between the currently aligned $P$ and $Q$
6. If error $>$ threshold and max iterations has not been reached return to step 2 with new $P$.

ICP is reliable in ideal cases (full overlap). However, when point clouds are noisy, it requires a relatively long time for optimal rigid transform estimation, and the process has a high probability of leading to poor convergence. Several improvements and implementations have been proposed over the years to address these problems [15,17-19]. Yaofeng, et al. [20] suggested down-sampling the original point clouds to improve execution time. By using the kd-tree data structure, projections, and invariant feature search algorithm, several researchers have enhanced the efficiency of the matching point search step [21].

Finding correspondences is a very sensitive step for most classical point cloud registration methods [22-25]. A wrong match leads to bad results. To avoid this step, Peter and Wolfgang [26] suggested an alternative representation of point clouds: Normal Distributions Transform (NDT). They subdivided scans into cells in a 2D plane. To each cell, they assign a normal distribution, which locally models the probability of measuring a point. The result of the transform is a piece-wise continuous and differentiable probability density. Then, the matching process is done using Newton's algorithm. Martin et al. [27] extended this work for 3D point cloud registration. As demonstrated in [27], the main drawback of this approach is the choice of cell size and the performance of the algorithm is strongly linked to the size of the cells.

Rusu et al. [28] proposed SAmple Consensus Initial Alignment (SAC-IA) for point cloud registration using a modified version of Point Feature Histograms presented in their previous work [29]. They computed the feature histogram of each point in one of the 2-point clouds to be aligned and selected a subset of points with certain pairwise distances from the second point cloud. Then, using the Point Feature Histogram, they searched for the correspondence of the selected points in the first point cloud. The main difficulty with this approach lies in the selection of the subset of points. There is no assurance that the selected points are in the overlap portion and this can lead to poor results if the overlap rate is low.

Aiger et al. [3] suggested 4-Points Congruent Sets (4PCS). 4PCS is one of the most widely used methods for point clouds alignment [6,17]. The method is purely geometric. The idea is based on the selection of four coplanar points in one of the entities, followed by a search for corresponding bases in the other entity, as shown in Figure 2. 4PCS considers point clouds alignment problems as the largest common point sets (LCP) problem [30]. The quality of the alignment is determined by the number of source points with a nearest-neighbor within a distance $\delta$ after the transformation. The 4PCS principle is computed with the following pseudo-code. Given two sets of points $S$ and $T$ in arbitrary initial positions, 4PCS aligns $S$ and $T$ as follows:

1. number AlignPoints $=0$
2. Select a set of 4 coplanar points $B$ in $S$
3. Find the congruent bases $U$ of $B$ into $T$ within an approximation level $\delta>0$
4. For each $U_{i} \in U$ find the best rigid transform $G_{i}, G_{i}(U i)=B$
5. Find $Q_{i} \subseteq T$, such that $d\left(G_{i}\left(Q_{i}\right), S\right) \leq \delta$
6. If $\left|Q_{i}\right|>$ number AlignPoints then number AlignPoints $=\left|Q_{i}\right|$ and rigidTransform $=G_{i}$
7. Repeat the process from step 2 L times
8. return rigidTransform

4PCS requires long computational time in cases where the point clouds are noisy. One of its critical steps is the search for congruence sets which may require relatively long computational time for large point clouds. To address this problem, Mellado et al. [7] proposed an improved version of 4PCS called Super4PCS (S4PCS).


Figure 2. Affine invariant ratio for congruent 4-points. Given points from a surface $S$, let points $a, b, c, d$ be coplanar, and the lines $a b$ and $c d$ meet at point $e$. The ratios $r_{1}=\|a-e\| /\|a-b\|$ and $r_{2}=\|c-e\| /\|c-d\| \|$ are preserved under any affine transform. If $T$ is another surface which (partially) matches $S$ and the 4-points coplanar base lies in the overlap region, then the set of corresponding points from $T$ are coplanar, and satisfy the following relations: $\left\|p_{1}-e^{\prime}\right\| /\left\|P_{1}-P_{2}\right\|=r_{1}$ and $\| q_{1}-$ $e^{\prime}\|/\| q_{1}-q_{2} \|=r_{2}$.

## 3. Large Common Plansets-4PCS (LCP-4PCS)

One of the main tasks of our research is to merge several scans (partial or complete) of the same scene or object, scanned at different positions and/or with different devices. After a literature review of existing point cloud alignment methods, we opted for the 4PCS. Trial tests showed the inefficiency of the 4PCS algorithm in some cases.

- In cases where the overlap levels between the entities to be merged are very low. A relatively large increase in the number of maximum iterations sometimes leads to good results. However, the execution time increases considerably.
- In cases where overlapping portions between the point clouds to be merged are concentrated in a relatively small part of the entities. An increase in the number of iterations does not improve the results.

To demonstrate the inefficiency of 4PCS, an illustrative case is shown in Figure 3. Figure 3a represents two partial scans of an office room be merged. Figure 3c shows the results of the alignment of partial scans of the office room using 4PCS. A semi-automatic method where the user segments similar portions of the entities was employed to solve the mismatch in the alignment of the scans. Then, 4PCS was applied to the segmented portions of the scans. The segmented portions are highlighted in Figure 3b. An alignment of the initial entities was performed using a rigid transform from the 4PCS, see Figure 3d. This approach produces good results. However, it is influenced by the initial position of the sets to be aligned. The semi-automatic method demonstrates the existence of at least one transformation that allows for good alignments in extreme cases. This paper aims to present a method that can be used to automatically determine the best transformation without the need for user intervention.


Figure 3. Assisted approach by user's graphical segmentation: (a) Point clouds initial positions; (b) Segmented portions (by the user); (c) Result using 4PCS (100 iterations) without user segmentation; (d) Result using rigid transform from 4PCS (20 iterations) perform on segmented portions.

Inspired by the principle 'divide and rule', the new method proceeds by segmenting point clouds. Then, the optimal rigid transform that best aligns the initial entities is estimated from the alignment of the segments using 4PCS(see Figure 4).


Figure 4. LCP-4PCS: let two point clouds Scan1 and Scan2 be two partial or complete overlapping scans of the same object. To align Scan1 to Scan2, LCP-4PCS proceeds as follows: segments Scan1 and Scan2 into planes; applies iteratively 4PCS to individually align Scan1 segments to Scan2 segments; at each iteration, uses the transformation $T_{i}$ from 4PCS process to find a set corresponding segments by applying $T_{i}$ to Scan1 segments; finally uses the transformation $T$ from the previous step which builds the largest set of corresponding planes between Scan $1_{1}$ segments and Scan2 segments to align Scan1 and Scan2 (applies $T(\operatorname{Scan} 1)$ ).

Unlike the 4PCS method that treats point cloud alignment problems as the largest common pointsets (LCP) problem [30], the new method treats point cloud alignment as largest common plane set problems. Thus, the method searches the rigid transform that aligns the largest number of planes.

```
Algorithm 1 LCP-4PCS Given two point clouds P and Q in arbitrary initial positions, \(\delta \in] 0 ; 1]\) an
approximation level, \(\beta \in] 0 ; 1]\) an overlapping threshold and \(L>0\) a maximal iteration.
    maxAlignPlans \(\leftarrow 0\)
    \(S_{1} \leftarrow \operatorname{segmentation}(P)\)
    \(S_{2} \leftarrow \operatorname{segmentation}(Q)\)
    for each \(P_{i} \in \mathcal{S}_{1}\) do
        for each \(Q_{j} \in \mathcal{S}_{2}\) do
            \(T \leftarrow 4 P C S\left(P_{i}, Q_{j}, L, \delta\right)\)
            if matchRatio \((T(P i), Q i, \delta) \geq \beta\) then
                \(n=m a t c h P l a n s\left(S_{1} \backslash\left\{P_{i}\right\}, S_{2} \backslash\left\{Q_{j}\right\}, T, \delta, \beta\right)\)
                if maxAlignPlans \(<n+1\) then
                    maxAlignPlans \(=n+1\)
                        rigidTransform \(=T\)
                end if
            end if
        end for
    end for
    return rigidTransform
```

Given 2 point clouds $P$ and $Q$ in arbitrary initial positions. Let $S_{1}=\left\{P_{1}, P_{2}, \ldots, P_{k_{1}}\right\}$ and $S_{2}=\left\{Q_{1}, Q_{2}, \ldots, Q k_{2}\right\}$ be the 2 segments sets obtained after segmenting $P$ and $Q$ respectively. Let overlapping $\left(P_{i}, Q_{j}\right)$ be a function that compute the overlapping rate between the 2 segments $P_{i} \in S_{1}$ and $Q_{j} \in S_{2}: \operatorname{match}\left(S_{1}, S_{2}\right)=\left\{\left(P_{i}, Q_{j}\right): Q_{i} \in S_{1}, Q_{j} \in S_{2}\right.$, overlapping $\left(P_{i}, Q_{j}\right) \geq \beta, 1 \leq i \leq$ $\left.k_{1}, 1 \leq j \leq k_{2}\right\}$ with $\beta>0$. LCP-4PCS aims to estimate $\hat{T}$ such that:

$$
\begin{equation*}
\hat{T}=\arg \max _{T}\left(\left|\operatorname{match}\left(T\left(S_{1}\right), S_{2}\right)\right|\right) \tag{1}
\end{equation*}
$$

where $T\left(S_{1}\right)$ is the application of the transformation $T$ to all the elements of $S_{1}$.
The flowchart in Figure 4 illustrates a description of our method. Scan1 is the point cloud to be aligned to the reference point cloud Scan2. Our method (LCP-4PCS) segments the point clouds (scans) according to plane structures, as shown in the flowchart. The plane structures are shown using different color shadings in the diagram. LCP-4PCS proceeds by iteratively aligning each plane of Scan1 to those of Scan2 using 4PCS. A plane present in both scans is shown in the flowchart (see segment1 and segment2). At each iteration, a transformation from 4PCS is applied to all the segments of the Scan1. After applying the transformation, correspondences between segments of Scan1 and Scan2 are identified based on the overlap rate of the segmented planes. At the end of the process, the transformation which aligns the largest number of planes is retained.

Model. Algorithm 1 presents the proposed model: LCP-4PCS. A parameter $\beta$ was introduced to make LCP-4PCS more efficient based on the realities encountered during the tests. $\beta$ represents the overlapping threshold from which any two segments to be aligned are considered equivalent.

Let $P$ and $Q$ be 2 sets of points. $S_{1}=\left\{P_{1}, P_{2}, \ldots, P_{k_{1}}\right\}$ and $S_{2}=\left\{Q_{1}, Q_{2}, \ldots, Q k_{2}\right\}$ are 2 segment sets obtained after segmenting $P$ and $Q$ respectively and $\delta, \beta \in] 0 ; 1]$. Let $P_{i} \in S_{1}$ and $Q_{j} \in S_{2}$ : $\operatorname{match} 1\left(P_{i}, Q_{j}, \delta\right)=\left\{(p, q): p \in P_{i}, q \in Q_{j}, d(p, q) \leq \delta, q=\arg \min _{q_{k} \in Q_{j}}\left(d\left(p, q_{k}\right)\right)\right\}$.
matchRatio(): this function takes as input 2 sets of points $P_{i}, Q_{j}$ and an approximation level $\delta$ from which 2 points $p$ and $q$ are considered close $(d(p, q)<\delta)$ and returns the matching ratio between the 2 sets. Let $M_{1}=\operatorname{match} 1\left(P_{i}, Q_{j}, \delta\right)$. According to the definition of match of the 2 sets of point above, matchRatio $\left(P_{i}, Q_{j}, \delta\right)=\max \left(\frac{\left|M_{1}\right|}{|P|}, \frac{\left|M_{1}\right|}{|Q|}\right)$.
matchPlans(): this function takes as input two sets of segments S 1 and S 2 , a rigid transform $T$, an approximation level $\delta$ and a overlapping threshold $\beta$. Let match $2\left(S_{1}, S_{2}, \delta, \beta\right)=\left\{\left(P_{i}, Q_{j}\right): P_{i} \in\right.$ $S_{1}, Q_{j} \in S_{2}$, matchRatio $\left.\left(P_{i}, Q_{j}, \delta\right) \geq \beta\right\}$. matchPlans $\left(S_{1}, S_{2}, T, \delta, \beta\right)=\mid$ match $2\left(T\left(S_{1}\right), S_{2}, \delta, \beta\right) \mid$ where $T\left(S_{1}\right)$ is the application of the transformation $T$ to all the elements of $S_{1}$.

Run-time. Let $P$ and $Q$ be two point clouds with $n$ and $m$ points ( $n \geq m$ ) respectively. The segmentation step can be executed in $O(n \log n)$ [10]. 4PCS run in $O(n)$. The points sets are almost coplanar, which reduces the processing time of congruence search. The plane matching step runs in the worst case in $O\left(K_{1} * K_{2} * n\right)$, where $K_{1}$ and $K_{2}$ are number of planes in $P$ and $Q$ respectively. Our algorithm run-time is $2 O(n \log n)+O\left(K_{1} * K_{2} * n\right)=2 O(n \log n)+O(n)$ cause $K_{1} \ll n$ and $K_{2} \ll n$. Hence in general our model runs in $O(n \log n)$ time and requires $O(n)$ space.

## 4. Experiments and Results

We tested LCP-4PCS on a set of partial scans of several scenes with low overlap rates. Then we compared the results to those obtained with 4PCS.

### 4.1. Data and Implementation

We implemented our method in C++ using the point cloud manipulation functions offered by the CCLib library [17]. We used the OpenMP [31] parallelization functions to improve the performance of the algorithms.

Our tests were conducted on a set of unorganized point clouds provided by Camertronix and by our project partner Rabo. The Camertronix point clouds were partial scans of building interiors taken using a Faro Focus 3D laser scanner. The rest of our data was collected using cameras made by Rabo. The cameras have stereo systems with a set of sensors including, orientation sensors (Inertial Measurement Unit), Global Navigation Satellite System (GNSS) receivers, Laser rangefinder, and Infrared sensor (see Figure 5). They can be used to scan scenes in the range of 1-100 m with a precision of a few millimeters.


Figure 5. Point clouds acquisition: (a) Stereo cameras system, (b) Camera in action on the field during the scan of the data set "Charlottebürgerturm" in Berlin (Germany).

The segmentation step was executed using the method proposed by Limberger and Oliveira [10]. This method is efficient, fast, and a C++ implementation is available. However, in some cases, the method generates multiple small segments that cause a slowdown of LCP-4PCS. To prevent the generation of small segments in the segmentation step, a fusion of small segments was carried out using segment sizes and orientations [32]. A segment is considered to be small if its size is less than the average size of the segments obtained after the segmentation of a point cloud. Once identified, a small segment is added to the nearest segment. The angle between the normals of the two segments should be less than a threshold value of $\theta$. During the tests, $\theta$ was set at $30^{\circ}$. Figure 6 shows an example of the
fusion process. Before executing the fusion process, 32 segments were detected from the segmentation step (see Figure 6a). Most of the segments are small. After the merging step is applied, the number of segments decreased from 32 to 9 (see Figure 6b). Table 1 shows the execution times of our algorithm with and without the merging of small segments, tested on five datasets. In some cases, the execution time is reduced by almost half. The high difference in run-time between the datasets can be explained by the differences in density of the point clouds.


Figure 6. Example of small planes fusion after segmentation.

Table 1. LCP-4PCS execution time before and after merging small segments.

|  | Scan1 |  | Scan2 |  | Times(s) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Dataset | Number Segments <br> before Fusion | Number Segments <br> after Fusion | Number Segments <br> before Fusion | Number Segments <br> after Fusion | Time before <br> Fusion | Time after <br> Fusion |
| Camertronix | 27 | 14 | 11 | 8 | 179 | 107 |
| Valentino | 34 | 21 | 19 | 14 | 75 | 44 |
| Charlottebügerturm | 43 | 25 | 37 | 22 | 162 | 91 |
| Buro | 32 | 9 | 11 | 6 | 173 | 98 |
| Flurzimmer | 27 | 18 | 6 | 5 | 74 | 49 |

### 4.2. Tests and Comparisons

Our tests were conducted on a core i7 8th generation (1.8 GHz x 8) with 8GB RAM. Figure 7 shows some steps in the alignment of the Charlottebürgerturm dataset using LCP-4PCS. These are two partial scans of the Charlottebürgerturm monument in Berlin (Germany). After segmentation, each of the scans (Scan1 in foreground and Scan2 in background: see Figure 7a) is divided into 43 and 37 segments respectively (see Figure 7b). As shown in Figure 7c, applying the merging procedure reduces the number of segments to 25 and 22 segments. The result obtained using the transformation matrix from the alignment of segment1 of each scan matches only two segments (segment1 from Scan1 and segment1 from Scan2), as seen in the colored segments in Figure 7d. This leads to a wrong alignment of the 2 point clouds, see Figure 7f. The alignment using the transformation matrix from segment5 (Scan1) and segment14 (Scan2) produces the best result with 8 matches (see Figure 7i). At the end of the process, the transformation matrix retained is the one resulting from the alignment of segment5 (Scan1) and segment14 (Scan2).

We compared the results of LCP-4PCS to those of raw 4PCS on our datasets. The results of the alignments registered by each of the methods are rendered in the color representations in Figure 8. As can be observed, LCP-4PCS produces far better results for point cloud alignment with low overlap. This is explained by the fact that 4PCS seeks to align the largest number of points while LCP-4PCS finds the transformation matrix that aligns the highest number of segments. Table 2 illustrates the
difference in the results of the two methods and demonstrates that our method can achieve good results on various datasets. The execution time of LCP-4PCS is shorter than in 4PCS. This is explained by the time required to determine the best matching points required to compute the transformation matrix, see Table 2. 4PCS searches for matching points over the entire point clouds while LCP-4PCS only focuses on the segments.

Limitation. Although our method is suitable for point cloud alignment, it was found to be very dependent on the segmentation process. Poor segmentation would lead to bad alignment quality. In addition, for datasets with overlap rates close to $100 \%, 4 \mathrm{PCS}$ may have faster execution times than LCP-4PCS. In these cases, 4PCS converges quickly while LCP-4PCS first proceeds by point cloud segmentation and then merging of the small segments.

(a) Initial positions

(b) Segmentation

(d) Segment1-segment1

(e) Transformation matrix

(f) Result alignment
(g) Segment5-segment14
$\left[\begin{array}{cccc}0,842 & 0,040 & 0,538 & 4341,510 \\ 0,025 & 0,993 & -0,114 & 616,139 \\ -0,539 & 0,109 & 0,835 & 3632,139 \\ 0,000 & 0,000 & 0,000 & 1,000\end{array}\right]$
(h) Transformation Matrix

(i) Result alignment

Figure 7. Some steps of the alignment of "CharlotteBürgerturm" dataset with LCP-4PCS: (a) Initial position of the scans, (b) Result of segmentation Scan1(foreground) 43 segments and Scan2(background) 37 segments, (c) Merging result Scan1(25 segments) and Scan2(22 segments), (d) Representation of the first segments of the scans, (e) Transformation matrix from the alignment of the first segments, (f) Alignment result using the matrix in " e " (number of matched segment: 1), (g) Representation segment8(Scan1) and segment13(Scan2), (h) Transformation matrix from the alignment of segment5 and segment14, (i) Alignment result using the matrix in " $h$ "(number of matched segments: 8 ).

Table 2. Performances of 4PCS and LCP-4PCS on our datasets.

| Dataset | Size(x1000) |  | 4PCS |  | LCP-4PCS |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Scan1 | Scan2 | Aligned Samples (\%) | Time (s) | Aligned Samples (\%) | Number Aligned Segments | Time (s) |
| Camertronix | $1,708,126$ | $1,281,042$ | 528 | 141 | 17.2 | 3 |  |
| Valentino | 82,259 | 75,533 | 507 | 108 | 223 | 2 | 407 |
| Charlottebürgerturm | $1,218,731$ | $1,132,942$ | 998 | 165 | 208 | 8 | 2 |
| Buro | $1,447,277$ | $1,051,268$ | 673 | 125 | 191 | 91 | 2 |
| Flurzimmer | 95,804 | 89,378 | 494 | 93 | 157 | 2 |  |



Figure 8. Result of point cloud alignments on Camertronix dataset, CharlotteBürgerturm dataset, Valentino dataset and, Buro dataset from top to bottom, respectively. First column: initial position of the point clouds; Second column: the results of the alignments with 4PCS, third column: the results of the alignments using LCP-4PCS

## 5. Conclusions

We presented a new point cloud alignment method (LCP-4PCS) in this paper. As the name suggests, it is based on the 4PCS method. Unlike the 4PCS method that considers point cloud alignment problems as the Largest Common Pointsets (LCP) problem, LCP-4PCS treats point cloud alignment as the Largest Common plane sets problem. LCP-4PCS first segments point clouds into plane segments, then from the alignment of the segments, the geometric transformation that aligns the largest number of segments is extracted.

LCP-4PCS was proposed to solve problems encountered when aligning point clouds with a low overlap rate. Since 4PCS is based on the principle of aligning the highest number of points, the approach becomes ineffective in cases where the overlap rates are low. Hence the idea of finding the transformation that aligns the highest number of segments between point clouds.

The results of tests on our datasets show that LCP-4PCS produces results with better quality compared to 4PCS in cases with low overlap between point clouds. In addition, LCP-4PCS has a shorter execution time. We used 5 datasets to arrive at this conclusion.

The results obtained from point cloud alignment using LCP-4PCS are highly dependent on the segmentation step. Poor segmentation may cause low-quality alignment. Thus, better segmentation methods can be used according to the characteristics of the cloud points. Our future works will focus on the improvement of the segmentation step.
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