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Abstract: In this study, a highway slope monitoring project for a section of US highway I-77 in Virginia
was carried out with the InSAR technique. This paper attempts to provide insights into the complete
and practical solution for the monitoring project, including two parts: what to consider for selecting
the optimal satellites and configurations for the given area of interest (AoI) and budget; and how to
best process the selected data for the monitoring purposes. To answer the first question, the simulated
geometric distortion map, cumulative change detection map, intensity map, interferograms and
coherence maps from all available historical datasets were generated. The satellite configuration
that gives the best coherence and least geometric distortion with the given budget was selected for
the monitoring project. For this project, it was the X-band COSMO stripmap with 3 m resolution
and eight-days revisit time. To answer the second question, a multi-temporal InSAR (MTInSAR)
was applied to retrieve the settlement time series of the slopes along the highway. Several special
techniques were applied to increase the level of confidence, i.e., dividing AoI into smaller and
independent areas, using a non-linear approach, etc. Finally, fieldwork was carried out for the
interpretation and validation of the results. The AoI was overall stable, though some local changes
were detected by the SAR signal which were validated by the fieldwork.

Keywords: InSAR; MTInSAR; slope; highway; monitoring; geometric distortion; incidence angle;
recommendation; best configuration

1. Introduction

One of the major safety concerns to traveling public is the slope stability along the roads.
Particularly, in mountainous areas with steep slopes, landslides pose potential threats to public
safety. Early detection of impending ground displacement may provide valuable insights to slope
hazards assessment and result in improved safety along a transportation corridor.

The conventional way of detecting slope movement is performed with point-wise sensors
(e.g., slope inclinometer or GPS receivers) at pre-identified locations that are considered geologically
vulnerable. These measurements are accurate, but hardly sufficient over the entire area of interest (AoI).

A popular alternative is to use interferometric synthetic aperture radar (InSAR) and
multi-temporal InSAR (MTInSAR) [1]. The technology stands out for its all-time, wide-area,
high-accuracy monitoring capabilities as well as the good cost-benefit ratio. As early as 2006, the U.S.
Department of Transportation (DOT) has reported using InSAR for monitoring slopes along the
interstate highways [2]. In the recent decade, there have been advancements at both the hardware level
and the algorithm level [1]. With the availability of high-resolution SAR satellites such as TerraSAR-X
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(TSX) and COSMO-SkyMed (COSMO), it is theoretically possible to turn every 2-meter-pixel inside a
1000 km2 area (the approximate coverage of TSX or CSK stripmap mode) into a GPS measurement with
millimeters accuracy [3,4]. This opens up numerous new possibilities in earth monitoring projects.

The number of ground monitoring applications with InSAR grew unprecedentedly in the last
decade. Simply by looking at the published papers, InSAR and MTInSAR have contributed to a variety
of fields [5]: geology, geophysics, oil and gas, mining, and most importantly, civil engineering. Among
the civil engineering applications, the topics covered but not limited to buildings, railroads, pipelines,
tunnels, and sinkholes. One factor that contributes to the success of the field is the advancements of
SAR satellites and the accumulation of the archived imageries. Ten years ago when there were only
less than a handful of SAR satellites in space, a civil engineering project such as monitoring a slope
might only reach the phase of proof-of-concept with low-resolution data (both spatial and temporal).
Nowadays, with more operational satellites, it is possible to monitor almost anywhere on earth with
plenty of options.

Naturally, when more choices are available, an important question arises: what should the best
satellite and the best configuration be for a given project? To expand into a few technical questions,
we could have:

• What is the most suitable wavelength, C, X or L band?
• What is the best incidence angle?
• What is the proper revisit frequency?
• Ascending or descending?
• What resolution can be accepted?
• What acquisition mode is better, i.e., stripmap or spotlight?
• What approach should be used for processing, i.e., differential InSAR (DInSAR) [6], MTInSAR [7],

small baseline subset (SBaS) [8], or others[5]?

In an ideal case, it is desired to have all the available configurations (in addition, a decomposition
can be performed to determine vertical and horizontal movement [9] by having both ascending and
descending track). However, for a real-life engineering project that comes with a budget, the question
of how to choose the best configuration(s) becomes important.

In the last decade, the U.S. DOTs initiated a number of InSAR monitoring projects, to name a few,
see [10–14]. The awareness of using InSAR along with other conventional surveying techniques for
the civil engineering and transportation industry has been growing ever since. As early as in 2006,
the U.S. DOT provided guidance for the commercial use of InSAR data in highway slope stability
monitoring [2]. The valuable part of [2] is its focus on the practical considerations in using InSAR
data rather than just accentuating its theoretical advantages. The ideas in [2] also lead to part of this
manuscript, with the consideration of the satellites that were launched after 2006. On the other side,
most of the aforementioned DOT projects involving InSAR and MTInSAR applications focused on
the processing methodologies and post-analysis. Very few focused on the step that came before all
that: the efforts in selecting the most suitable satellite and the optimal configuration. For some of the
projects, the reason behind the choice was usually straightforward: to use one or all available data
(in most cases this meant only the free ones, i.e., Sentinel-1). However, for a live monitoring project
where one can choose from all the available commercial satellites with a given budget, the “shopping”
becomes especially important.

Therefore, for a big part of this study, the following open question is thoroughly discussed: for
the purpose of monitoring the highway slopes, what is the optimal satellite configuration?

As far as InSAR technology is concerned, the following questions are raised:

1. What is the configuration that gives the best resolution for the AoI (both spatial and temporal)?
2. What is the configuration that gives the best sensitivity of the measurement to the satellite line of

sight (LoS)?
3. What is the configuration that gives the best signal–noise ratio (SNR) for the AoI?
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In this study, these questions are answered with respect to a monitoring project that involved
a section of the U.S. interstate highway I-77 and the adjacent slopes. The project was divided into
two parts:

1. Evaluate all available satellite sources, then decide the optimal satellite and configuration for
this project;

2. Run MTInSAR for the given AoI and interpret the results.

This article is divided into six sections. Section 2 discusses the workflow of the entire project.
Section 4 reviews the key methodologies. Section 4 shows the area of interest and available dataset.
Sections 5 and 6 show the result and some interpretation. Sections 7 and 8 give the discussion
and conclusion.

2. Workflow

As shown in Figure 1, there are two phases for this study. Phase 1 is the evaluation of the best
satellite configuration based on available options. Phase 2 is MTInSAR processing.

Figure 1. The workflow of the two phases.

2.1. Phase 1: Evaluate the Most Appropriate Satellite and Configuration

Phase one selects the best configuration for the longer-term monitoring plan in phase 2.
The steps are as follows:
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1. Generate the simulated geometric distortion map from the external digital elevation model
(DEM), satellite resolution and incidence angle;

2. Calculate the cumulative change detection map from historical data, and label a list of historical
hotspots that require special attention for MTInSAR processing;

3. (If budget is available) Order a couple of images from the candidate satellite tracks and process
the reflectivity maps, interferograms and coherence maps. Cross-check with the simulated
geometric distortion map to understand if the results are consistent with the simulated geometric
distortion map;

4. Select the satellite and track that: (a) has the suitable spatial resolution for the monitoring target;
and (b) has the best coherence in the AoI and at the slopes of interests (SoI).

2.2. Phase 2: Multi-Temporal Analysis with the Selected Satellite Configuration

Phase 2 is the MTInSAR process. The steps are as folllows:

1. Divide the AoI into smaller areas. Each small area is at most 1 to 2 kilometers. Do the MTInSAR
processing (Section 3.4);

2. Determine a suitable quality threshold based on the temporal coherence of the points
(Section 3.4.3);

3. Inspect the time series of output points. Signs of strong deformation are carefully studied,
including also fieldwork as part of the validation;

4. Deliver the result as the deformation map (to the Virginia Department of Transportation in
this example).

The reason for dividing the AoI into smaller areas is the following. In the conventional MTInSAR
processing [7], the construction and inversion of the network are done on the entire area of interest.
One of the keys is the quality of the network connection. For example, if two smaller clusters of points
in the whole network are connected badly (in terms of temporal coherence), then the network inversion
is likely to go bad and propagate the error (Figure 2). For the inversion to be successful, the vertices
should distribute densely and evenly in space to assure the quality of the arc and the redundancy of
network inversion. However, in this project, the majority of the AoI is heavily vegetated. By the nature
of persistent scatterers (PS), it is only possible to get PS points on the highway surface and at barren
rock slopes. In other words, the connection between the slopes would be less than optimal due to
the lack of points and the uneven distribution. The inversion of the network is thus more likely to be
unsuccessful. The solution would be to perform the following. For each individual slope, a lot of PS
candidates can be found with a relatively good connection to the nearby reference point located on the
highway. We already knew from the Virginia Department of Transportation (VDOT) that the highway
is relatively stable, and the slopes are the potential hazards to watch out for. Therefore, a practical
approach would be dividing the entire 8-mile-AoI into smaller areas. For each area the MTInSAR
process is done independently, and the point with the lowest amplitude dispersion [7] on the highway
is used as the reference point for that small area. Figure 2 illustrates this approach.
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Figure 2. A visualization of the proposed MTInSAR processing method. All the persistent scatterers
candidates from the same small area have good “connection” (in terms of temporal coherence) to the
nearby reference point. However, the “connections” between different small areas might be bad due
to the long distance (for the longer distance the effect of atmospheric phase screen (APS) comes to
play) and the fewer connections. The solution is to split up the AoI into smaller areas. Each small area
includes one slope and one reference point nearby. Each small area could be processed independently
according to Section 3.4.

3. Methodology

This section covers the important concepts and methods used in this project. Most are already
well defined in previous research, so this chapter will focus on how these methods contribute to this
particular project.

3.1. Cumulative Change Detection Map

The amplitude of SAR imagery depicts the intensity of the received signal from the ground
object. The amplitude depends on many factors of the object, including the material, shape, inclination,
roughness and etc. Landslides and rockfalls are usually the kinds of events that would largely change
the surface characteristics and hence change the amplitude of the SAR imagery. A cumulative change
detection map gives an overview of locations with significant changes in historical SAR imageries.
These locations would then require special attention to the ongoing monitoring project.

For the purpose of running a quick check, a very simple method is used. For a stack of coregistered
and normalized SAR imageries sorted in time, the cumulative change detection map is defined as:

T =
1

const
·

N−1

∑
i=1
|Ai+1 − Ai|, (1)

where Ai is the amplitude of image i, const normalizes the cumulative changes to [0, 1]. Location with
larger value indicates more frequent significant changes in the past.

3.2. Geometric Distortion and Its Implication on InSAR

3.2.1. Why is Geometric Distortion Important for Monitoring Highway Slopes?

Geometric distortion [15] is part of the side-looking nature of the SAR satellite. The geometric
distortion is a function of incidence angle, local topography (slope) and slant range resolution.
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Three common types of geometric distortion are illustrated in Figure 3, namely foreshortening, layover,
and shadowing.

Figure 3. Geometric distortion on synthetic aperture radar (SAR) imagery as the effect of terrain.
Courtesy of [16].

Geometric distortion is a particular concern for monitoring slopes. Figure 3 shows that the slope
facing the satellite will be “squeezed" into fewer pixels in range direction SAR imagery, known as the
foreshortening and layover effect. This also implies a lower spatial resolution for the satellite-facing
side of the slope. The slope facing away from the satellite will have a better spatial resolution in
theory, but depending on the steepness of the slope, the slope might either be completely shadowed
by the mountain top (Figure 3) or give very weak return signals (Figure 4). Neither case is desired.
For monitoring slope, we want to answer the three questions posed in Section 1, which is to give:

1. decent ground-range resolution;
2. decent sensitivity to movement in LOS direction;
3. decent backscattered signal, or equivalently, signal to noise ratio.

For a fixed terrain slope, the larger the difference between the incidence angle and the terrain
slope (in range direction), the better the resolution and sensitivity (Figure 5) [15]. However, in terms of
getting a good SNR for distributed scatterers, it is desired to have the inbound signal as orthogonal as
possible to the surface of the slope (Figure 4) [17–19]. The final choice of the incidence angle should
balance the SNR against the resolution.

Why do we need good SNR for InSAR results? It is because SNR is associated with InSAR
measurement accuracy. The relationship between SNR and the dispersion of the displacement
measurements along the line of sight (LoS) can be approximated as follows [20]:

σLoS =
λ

4π
· σφ ≈

λ

4π
·
√

1
2 · SNR

, (2)

where σLoS is the dispersion of displacement along LoS, σφ is the dispersion of phase, λ is the
wavelength.
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Figure 4. The relationship between the incidence angle, slope in the range direction and the backscatter
of the reflected radar signal. (left) When the line of sight (LoS) is almost orthogonal to the slope,
the backscatter signal received by satellite will reach maximum. (right) When there is a very
narrow-angle between the LoS and the slope, the signal will mostly bounce away and there will
be very little signal from the target received by the satellite. Note that orthogonality also implied the
strongest geometric distortion, and the selection of the incidence angle should balance the SNR against
the geometric distortion.

Figure 5. The relationship between incidence angle, slope and ground range resolution/sensitivity.
Assuming slant range resolution is 2 m and slant range sensitivity is 1 mm [3,4]. Courtesy of [15].

3.2.2. Simulation of Geometric Distortion

It is very useful to make a quick-and-simple simulation map of geometric distortion based
on the available DEM and the incidence angle of the satellite. The simulation helped us better
select the incidence angle to minimize the impact of geometric distortion for the given SoI [21,22].
According to Figure 3, the calculation on how much foreshortening and layover is easy, but calculating
the shadowing area would be a little bit more complicated. However, for this project we would prefer
the slope-facing track for guaranteeing enough SNR on the slope. Therefore, it is no longer necessary
to precisely map the shadowing area. The following simple algorithm can thus be used for simulating
the geometric distortion:
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resampled_DEM = resample_from_latlon(DEM, resampled_coordinate=radar)
for line in resampled_DEM:
for pixel in line:
local_incidence_angle = incidence_angle - slope
normalized_local_incidence_angle = (90-local_incidence_angle) / 90
return normalized_local_incidence_angle

In this way, we simulate the geometric distortion by simply calculating the local incidence angle.

3.3. Quick Check with a Few Interferograms and Coherence Maps per Track

Interferogram and coherence map serves as a quick check before the MTInSAR processing.
After the simulation of geometric distortion, and if the budget allows, it would be a nice-to-have to
order a few pairs of SAR images per track. With real data we could check the following:

1. From the intensity map and coherence map, we could check the correctness of the simulated
geometric distortion map;

2. From the interferogram and coherence map, we could check for the best coherence at the SoIs
among all available options.

3.4. Multi-Temporal Time Series Analysis

After selecting the optimum satellite configuration, the MTInSAR will be performed. The method
is already well discussed in [5] and will not be elaborated here. However, for this specific project,
there are two steps that deviate from the classic algorithm that need to be elaborated on.

3.4.1. Ignore the Atmospheric Effect in a Small Area

It has been shown that the atmospheric phase screen (APS) is a long wavelength signal and has a
decorrelation length of several hundred meters. We can assume its impact to be small in a relatively
small area, say, a few hundred meters up to a kilometer, and neglect it [23]. Following this assumption,
for a relatively small area, we would have the following:

∆φ = ∆φdeformation + ∆φheight + ∆φnoise, (3)

where ∆φ is the double phase difference: the difference between the target and the reference pixel,
the difference between the master and slave dates. When the atmosphere component is neglected,
the problem becomes a simple optimization problem of finding the correct value of deformation and
point height so that the noise level is minimized (temporal coherence is maximized) [23]:

ˆdeformation, ĥ = arg max
N

∑
i=1

exp{j(∆φ− ∆φdeformation − ∆φheight)}. (4)

It should be mentioned here that ˆdeformation is not necessarily the deformation rate. It could
also be the deformation time series. If the expected movement can be well modeled by linearity,
then we would have ˆdeformation = v̂ · t. For non-linear movement, a non-parametric model could
be used where no velocity is estimated (see Section 3.4.2 for details).

This optimization problem in Equation (4) does not necessarily converge, but we can define a
search space to find the optimal solution. This is commonly referred to as the periodogram approach [7].
The maximized absolute value of the periodogram is usually referred to as the temporal coherence (γ)
with respect to the reference:

γ = | 1
N

N

∑
i=1

exp{j(∆φ− ∆φ
ˆdeformation − ∆φĥ)}|, (5)
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where γ is a value between 0 and 1. 1 means that the model (estimated height and deformation) fits
perfectly to the observed data and vice versa.

It should be noted that InSAR and MTInSAR are all relative measurements. Within each small area,
we are measuring the relative deformation between each point and the selected reference point. For this
purpose, the reference point should be stable. In this project, there is already a-prior information that
the highway is in general stable. Hence, for each small area, we can select the reference point near the
road and study the movement of the slopes with respect to this reference.

3.4.2. Non-Parametric Model for Non-Linear Movement

In the classic MTInSAR processing, the unwrapping of the points in time is done by assuming a
parametric model in Equation (4). This assumption works great for motion that could be well modeled
by a parametric model (i.e., linear, quadratic or seasonal), but for erratic behavior, this could lead to
unwrapping errors and low level of confidence. A technique that could work well is a non-linear
non-a-priori model. The non-a-priori model is done by estimate the low pass component using a
five-samples temporal baseline weighted moving average and assume this residual phase term as an
estimation of the non-linear motion contribution [24]. The non-linear model has been proved to work
very well when there are adequate images that are sampled regularly in time [24].

3.4.3. Selecting Temporal Coherence Threshold Value

After the MTInSAR process, we want to select only the points that are “informative”. Otsu’s
thresholding method [25] is applied to this process.

First, we plot the histogram of temporal coherence for all points. With the presence of noisy points,
the histogram would typically look bimodal, where the left “clutter” indicates the noisy points and
the right “clutter” indicates the informative points. Otsu’s method finds the threshold that maximizes
inter-class variance. An example is shown in Figure 6. In this example, the majority of points are noisy,
but the bimodal shape in the histogram is explicit. In this project, the threshold is rounded up to the
nearest 0.05.

Figure 6. Selecting “informative” points by thresholding on temporal coherence. The thresholding is
based on the bimodal-distribution assumption. Otsu’s thresholding method [25] is applied to get the
threshold value.

4. AoI and Available Images

The AoI is the section of US highway I-77 between milepost (MP) 0.0 and MP 8.0 in Carroll
County, Virginia (VA). Due to dramatic changes in the terrain, numerous cut slopes were made along
the road. The principal rock type is composed of metagraywacke. Since the geologic structure involves
extensive faulting and complex folding, slope stability has long been a critical issue for past decades.
Several slope instabilities have been reported over the years in this section. Therefore, VDOT has
expended considerable resources dealing with the slope maintenance and remedial operations in this
stretch [26,27].
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The AOI is shown in Figure 7a. Our assessment focuses on the I-77’s slope as shown in the red
box in Figure 7a, especially the slope to the west side of the highway since they are the ones that would
pose risks to the road.

The local terrain height is obtained from a high resolution (1.5 m × 1.5 m) digital elevation model
(DEM) (Figure 7b). The elevation of the I-77 increases from 450 m (MP 0.0) to 850 m (MP 8.0), with an
average slope of 0.17:1. The steepest slope can reach 0.25:1 to 0.5:1. The slope orthogonal to the
highway is between 0.2:1 to 0.5:1.

The available images that were used for this project are listed in Table 1.

(a) AoI

(b) Lidar DEM with 1.5m posting

Figure 7. Cont.
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(c) All available images

Figure 7. The AoI, DEM and available satellite data for this study.

Table 1. Available satellites and tracks and their parameters.

Satellite COSMO COSMO COSMO ALOS-1 ERS-1&2 (track 326) ERS-1&2 (Track 97)
Range Resolution (m) 3 3 3 10 30 30

Orbit Pass Descending Descending Ascending Ascending Descending Descending
Band X X X L C C

Wavelength (mm) 31 31 31 236 56 56
Revisit days 8 8 8 46 35 ** 35

Incidence angle 56.2 33.9 32.2 34.4 23.3 23.3
Image No. 10/62 * 11 17 11 39 31
Start Date 11/04/2015 05/05/2015 04/23/2015 05/09/2008 04/19/1992 04/19/1992
End Date 03/06/2017 11/21/2015 01/12/2016 02/15/2011 01/12/2000 01/12/2000

Still Operative Yes Yes Yes No No No

*: 10 images are available in phase 1, 62 images are available in phase 2. This track is selected for the phase 2 monitoring plan.
**: ERS1&2 track 326 has four pairs of images with 1-day revisit time (between ERS-1 and ERS-2). However, this was an
experimental plan for only a few acquisitions and was not a default configuration.

5. Results

5.1. Phase 1: Analysis of Historical Data for Choosing the Best Configuration for the Monitoring Project

Phase 1 evaluated all the available images for choosing the best configuration. The evaluation
focused on the performance of InSAR at the slopes of interests. The chosen configuration would
have the least geometric distortion, meanwhile yielding a decent SNR. In this section, we show the
cumulative change detection map, the geometric distortion simulation map, and a few interferograms.
Based on the results we evaluate the best satellite and configuration for phase 2.

5.1.1. Intensity Change Map and Historical Landslide Locations

In this section, we show an example of the cumulative intensity change map from ERS-1&2
descending track 97. As shown in Figure 8, the cumulative change map provides intensity changes
during the data acquisition period. Several locations with significant cumulative changes correspond
well to historical landslides/rockfall locations. Even with the low spatial resolution and strong
geometric distortion in ERS1&2 data, it is still possible to identify a number of locations of significant
changes in the past. For ALOS-1, because of the limited number of available images, no significant
change is observed.
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Figure 8. The normalized cumulative intensity change map for ERS-1&2 descending track 97 from
1992 to 2000 and the reported historical landslides locations.

5.1.2. Simulated Geometric Distortion Map and Intensity Map

This section shows the simulated geometric distortion map and the intensity map. The focus
is on the slope on the west side of the highway. The first thing to notice is that the ascending pass
does not have severe layover and foreshortening for our SoI (Figure 9a), but also we see relatively
low backscatter there (Figure 9b). As for the descending passes, the larger incidence angle gives less
geometric distortion. The intensity map at the SoI also supports the simulation results. The geocoded
reflectivity map with the larger incidence angle also shows “finer details” (higher resolution) at the SoI.
This corresponds well with Figure 5.

Figure 9. Cont.
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Figure 9. Left column: the simulated geometric distortion map of COSMO with three different incidence
angles. Red color shows areas with severe geometric distortion and blue color means less geometric
distortion. Right column: The corresponding intensity map. (a,b): simulated geometric distortion
severity map and reflectivity map for COSMO ascending track with 32◦ incidence angle; (c,d): COSMO
descending track with 34◦ incidence angle; (e,f): descending track with 56◦ incidence angle.

For choosing the best candidate, we rule out the ascending track first. The backscatter/SNR is
too low at the SoI, and we risk getting the shadowing effect as well. Among the two descending
tracks, the one with the larger incidence angle, 56.2◦, gives less geometric distortion and better
spatial resolution.

5.1.3. Interferograms and Coherence Maps

High Resolution X-band COSMO

Examples of interferograms and the corresponding coherence maps for COSMO are shown here.
A coherence threshold of 0.6 is applied for plotting.

The descending track with the larger incidence angle gives the best result. The ascending track
(Figure 10a) reveals the outline of the highway, but there is a very little coherent signal on the slopes,
either due to the shadowing effect or low backscatter signal. The descending track with a 33.9◦

incidence angle (Figure 10c) shows neither coherence on the road nor on the slope, most likely due to
the strong geometric distortion. This result agrees well with the previous inference from geometric
distortion simulation.

Figure 10. Cont.
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Figure 10. (a,b): Interferogram and corresponding coherence map between 2015/12/03 and
2015/12/11 (8 days), normal baseline: −55 m, ascending, 32◦ incidence angle; (c,d): Interferogram and
corresponding coherence map between 2015/11/13 and 2015/11/21 (8 days), normal baseline: −384 m,
descending, 34◦ incidence angle; (e,f): Interferogram and corresponding coherence map between
2015/11/28 and 2015/12/06 (8 days), normal baseline: 432 m, descending, 56◦ incidence angle.

It should be noted that there are more than one pair of interferogram available for each track by
the end of phase 1. All of the interferogram pairs from an MST graph were processed. Only selected
examples are included in this article. In addition, since the coherence of interferogram can be influenced
by a lot of factors, we try to select interferograms with parameters as close as possible (i.e., spatial
baseline, temporal baseline, time of the year, etc.) for comparison purposes. The exclusive conclusion
is still to proceed with the descending track 56.2◦ incidence angle for getting the best coherence.

Alternative: L-band

Another option is L-band. As a matter of fact, since L-band performs much better than C and
X band over vegetated areas, it should be the top candidate for this project. Figure 11 shows an
example from ALOS-1 data. Even with a temporal baseline of 46 days and a spatial baseline of 675 m,
the interferogram was highly coherent almost everywhere. Currently, ALOS-1 is no longer operative.
The new generation, ALOS-2, has a better spatial resolution (3 m available) and a shorter revisit time
(14 days). Based on the L-band signal characteristics and ALOS-2’s specifications, it should be the
ideal candidate.
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Figure 11. Example of ALOS-1 interferogram and the corresponding coherence map. The master date is
2011/02/15 and the slave date is 2010/12/31. The normal baseline is 675 meters. (a): the interferogram;
(b): the coherence map.

5.1.4. Assessment of Best Configuration

Now we have all elements to select the best configuration. We do so by reviewing the questions
from the first chapter.

1. What is the most suitable wavelength? From the interferograms, it is clear that L-band gives
the best coherence. C-band ERS data does not give coherent interferograms (and thus we
did not show any in this article). For the X-band COSMO-SkyMed, the worst performances
should be expected in terms of interferometric coherence. Surprisingly, the results in this work
prove that, notwithstanding the properties of the terrain (vegetation and steep slopes), it is
still possible to obtain coherent interferograms at certain locations, i.e., the highway and the
bare-rock slopes. The reason for such performances is the high resolution and the very short
revisit time of the COSMO constellation, where the shorter revisit time compensated for the
temporal decorrelation effect.

Nevertheless, another point to consider is that X-band is more sensitive to movement than L-band.
When the expected deformation rate is at the scale of a few millimeters per year, then X-band
would be more sensitive to such movement than L-band.

2. What is the best option for the incidence angle? Based on simulations, it is clear that the
descending orbit with 56.2 degrees incidence angle yields the slightest geometric distortion
among all the descending tracks.

3. What is a suitable revisit frequency? The coherence decay exponentially to revisit time [28].
L-band gives more coherence over vegetated areas, thus a longer revisit time could be accepted,
i.e., 40 days or even longer. As for X-band, a much shorter revisit time is required to account
for the temporal decorrelation. Based on the available interferograms, a suitable revisit time for
the X-band should be much shorter than L-band. In this case, an 8-day-revisit-time for COSMO
is proposed.

4. Should one use ascending or descending data? In the comparison between COSMO descending
and ascending, It is then clear that the descending track should be selected for giving higher SNR
and coherence on the SoIs.

5. What spatial/geolocalization resolution can be accepted for this project? This project monitors
highways and the slopes. The scales of the two kinds are usually just a few meters to a few
hundred. This means that the resolution should be at the scale of a few meters to give a
sufficient number of points over the targets of interest. Out of all available dataset, the X-band
high-resolution satellite (COSMO and TerraSAR-X) have the 3 m resolution, and the L-band
ALOS-2 have the 3 to 10 m resolution.
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6. What approach should be used for processing? The ideal approach is the persistent scatterers
approach. SBaS approach usually does a spatial multilook and filtering [8], hence downgrading
the spatial resolution of the final result. PS approach, on the other hand, does not trade SNR
for spatial resolution. This project already monitors very small areas, hence a spatial resolution
downgrade is not recommended.

To summarize, the best candidate for the next phase would be L-band, descending track with a
relatively large incidence angle (i.e., 50◦), 3-m-resolution and 28-days revisit time preferred (or even
40+ days could do). ALOS-2 is the only one that could satisfy all the requirements with its stripmap
ultra-fine (SM1) mode [29]. The runner-up would be COSMO or TerraSAR-X (the two have very similar
specifications), also descending track with 3-m-resolution, 10-days revisit time or better. The shorter
revisit time compensates for the temporal decorrelation.

We ended up selecting the COSMO purely due to budget consideration. The final configuration is
COSMO descending track, stripmap mode, with 56.2 degrees incidence angle and 8-days revisit time.

5.2. Phase 2: Multi-Temporal InSAR process

This section shows the MTInSAR results. The entire AoI from MP0.0 to MP8.0 is divided into five
smaller areas. Each small area includes a slope with bare rocks or soil that poses a potential hazard.
Areas are selected based on past incidents. Figure 12 shows the location and size of each small area.
In the following sections, they are referred to as small areas A, B, C, D and E.

Figure 12. The five small areas inside the AoI. Each small area contains at least one slope of interest and
is around 1 to 2 kilometers long. Each area is processed independently with the MTInSAR algorithm
described in Section 3.4.

5.2.1. Overview of Small Areas

We start with an overview of all five small areas. Figure 13 reports three products for each
small area: the estimated velocity map, the temporal coherence histogram, and the estimated velocity
histogram. The estimated velocity standard deviation (σv) also comes along with the histogram.
The standard deviation is a good indicator of whether the estimated velocity of an individual point
is statistically significant or not. For example, it would be worth checking points with an estimated
velocity greater than two times the standard deviation (95% confidence level).



ISPRS Int. J. Geo-Inf. 2020, 9, 131 17 of 31

(a) Area A: MP1.3 - MP1.9, 462 points, σv=1.4mm/yr

(b) Area B: MP2.7 - MP3.2, 298 points, σv=1.7mm/yr (c) Area C: MP3.6 - MP4.0, 514 points, σv=1.2mm/yr

(d) Area D: MP5.4 - MP5.6, 608 points, σv=1.0mm/yr (e) Area E: MP6.2 - MP6.5, 597 points, σv=1.3mm/yr

Figure 13. The statistical overview of the five small areas. For each small area: (left): the displacement
velocity of selected points geocoded to Google Earth imagery; (top right): histogram of temporal
coherence; (bottom right): histogram of estimated velocity. The overall standard deviations of velocity
(σv) are mostly close to 1 mm/yr, suggesting no significant deformation trend on the slopes.
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Figure 13 shows that the five small areas are overall stable. Around 95% of the points have a rate
of less than 3mm/year along LoS (two times σv). For the most part, no signs of significant regional
deformation could be observed on any of the slopes. There are some points on the slopes showing
significant velocities, but these are mostly isolated cases, which means either the impact range is very
small (just affecting a couple of meters) or the points are pure noise.

5.2.2. Some Representative PS Examples

This section shows four representative examples.

1. The first point in Figure 14a is located on the slope and appears to be stable along LoS. However,
the upper right part of Figure 14a shows that the LoS direction is almost orthogonal to the slope,
inferring that the selected geometry is insensitive to any settlement along the slope. While we
chose an incidence angle to avoid geometric distortion as much as possible, it was hard to avoid
geometric distortion everywhere.

2. The second point in Figure 14b is located at the foot of the hill. This point shows a sudden “bump”
in time series but remains stable before and after the bump.

3. The third point in Figure 15c is also located at the foot of the hill. Thanks to the non-linear
approach mentioned in Section 3.4.2, we are able to detect such non-linear movement of the
point. According to the field survey, this acceleration towards the end of the monitoring period is
likely to be caused by the cracks in the concrete ditch. The cracks may be associated with some
movement at the toe of the slope, or they may be caused by water erosion of surface soils.

4. The last example in Figure 15d is a temporary scatterer that existed for only part of the
monitoring period. A distinct change in amplitude time series is the characteristic of such
temporary scatterers.

(a) Example of a point on the bare rock surface of the slope. The LoS is almost orthogonal to the slope for this point.

Figure 14. Cont.
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(b) Example of a point at the lane shoulder showing a sudden “bump” in time series.

(c) Example of a point showing an accelerated deformation towards the end.

Figure 14. Cont.
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(d) Example of a temporary scatterer that appeared in April 2016 with a distinct change in amplitude time series.

Figure 14. Four representative examples of point time series found in the AoI. For the time series,
we also plot the ±1 phase ambiguity, which is 15.5 mm for X-band.

(a) The settlement time series of an example in the area where the mesh grid was installed around June 2016.

(b) A second example showing a stable point that started to become noisier after June 2016.

Figure 15. Cont.
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(c) The onsite photo at the mesh grid installation area. (d) Another photo of mesh grid installed on the slope.

Figure 15. Two examples of the changes in time series around June 2016 for points on the slope in
small area B. One possible explanation is the steel mesh installation during that time period at this
location that covered the rock on Interstate 77. The barrier would help prevent loose rocks or boulders
from falling onto the roadway. Meanwhile, the installation could as well alter the signals received
by satellite.

6. Interpretation and Field Works

6.1. Case Study 1: Metal Mesh Installation Seen from InSAR

A number of points in area B exhibited similar behavior in their time series: very stable before
June 2016, much noisier afterward. It turns out that a metal mesh was draped over the slope around
June 2016 [30]. The entire rock face was protected with the steel wire mesh (secured with rock bolts) to
prevent rocks from falling on the highway below.

Could the signal we see in Figure 15 originate from the installment of metallic mesh? Theoretically,
the metallic mesh (typically a thin metallic grid) should not alter the SAR signal much, because radar
signal should be able to penetrate the mesh grid (wavelength of X band is 31mm, while the size of
the holes on the mesh should be at least a few decimeters). However, the process of installing the
metallic mesh could interact with the local environment and subsequently cause some changes to the
slope that is captured by SAR. The two examples in Figure 15e,f are likely the records of such sudden
movement related to the mesh installment in June 2016. Specifically, both examples show a steady
phase time series untill June 2016, followed by much noisier signals afterward. A few other points also
show similar change patterns.

6.2. Case Study 2: The Soil Slope and the Retaining Wall at MP1.8 in Area A

6.2.1. The Slope at MP1.8

Particular attention is given to the slope located at MP1.8 of I-77. The attention is due to a known
past movement also being monitored by the in-situ inclinometer. Reference shows an uplift from 0.5
inches (1.27 cm) to 4 inches (10.16 cm) over the past three years. VDOT has also taken action to build a
retaining wall right underneath the soil slope. In this case study we want to explore if movements at
this location could be picked up by the SAR satellite.

A soil slope is not an optimal observing target for InSAR, especially for shorter wavelengths
such as the X band. Apart from the fact that the X band has a worse penetration over vegetation
and soil, X band is also more sensitive to small movement than L band, which is not favored for this
specific case.

To account for any non-linear movement on the soil slope, we applied the non-parametric model
mentioned in Section 3.4.2. For this specific case, a window size larger than the default was used
because the area is noisier. With this extra smoothing operation, we extracted a few more points on the
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slope showing trends of movement with a satisfactory temporal coherence value. A few examples
are shown in Figure 16. Nevertheless, it should be pointed out again that phase time series have 2π

ambiguity, and the blue solid line representing the estimated time series is just the most likely trend
out of all possibilities.

Figure 16. The settlement for two selected points located on the soil slope. The processing was done
using a window size larger than the default in the non-parametric model. The color of the points is the
cumulative displacement of the monitoring period, ranging from −50 to 50 millimeters.
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The examples reported here still show more complex movements and are still noisier despite
the extra smoothing. In addition, no groups of points showing homogeneous behavior in time series
could be found on this slope. The reported points with high coherence are more or less all isolated.
In conclusion, due to the physical characteristics of the interaction between microwave and soil land,
this slope appears noisy on SAR images. With an extra smooth filter, we could output a few points with
good temporal coherence, but no conclusive information about the slope movement could be obtained.

6.2.2. How Good Is the Geolocalization of the Points?

It is informative to study the stability of the retaining wall right beneath the soil slope. If the
retaining wall is moving then the soil slope above may also be moving. This is why it is important
to determine the stability of the retaining wall. To start with, in Figure 17a we notice some points
just outside the white retaining wall on Google Earth imagery. We want to understand if these
points should actually be on the retaining wall or not. If they are on the retaining wall, why are the
geolocalization of these points wrong?

(a) The location of the soil slope (the yellow pin) near MP1.8. The color of the points is the estimated
velocity from −10 to 10 mm/yr.

(b) The retaining wall and the soil slope on Google street view.
source: https://goo.gl/maps/LaSFT5SLxUTmPWEQ6.

(c) The on-site photo of the retaining wall.

Figure 17. The location and photo of the soil slope and the retaining wall at MP1.8 of I-77.

In general, the geolocation accuracy of InSAR points is better than the pixel resolution. However,
a lot of factors could give a slight offset in the geolocalization, i.e., geometric distortion, side-lobes
effect, multiple path effect and etc. In this case, by checking the location of PS points on SAR imagery,

https://goo.gl/maps/LaSFT5SLxUTmPWEQ6
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we could infer that the points near the white wall on Google Earth imagery actually belong to the
white wall.

Figure 18 shows the points with Google Earth imagery and SAR imagery as the backgrounds. On
the SAR imagery, we could see that the points are located in the “bright stripe", which clearly comes
from the white retaining wall that is reflecting a significant portion of the radar signal and is much
brighter than its surroundings on SAR imagery. The slight location mismatch of the wall between
Google Earth imagery and SAR imagery is most likely the result of the strong geometric distortion of
SAR imagery.

Figure 18. The location of points on SAR imagery and the geolocalization on Google Earth background.

7. Discussion

7.1. How to Better Monitor the Slopes?

7.1.1. The Relationship between the Estimated Velocity and the Local Slope

InSAR measures the ground movement projected in the LoS direction. For the radar system, there
are two implications stemming from this geometry.

In the first place, since radar satellite flies in sun-synchronous polar orbits, around 10 degrees off
north-south direction, then any North–South movement will hardly get projected on to LoS direction.
Depending on the incidence angle, the majority contribution to LoS measurement would be east-west
and vertical movement.

The second point relates to how radar satellite captures the movement of unstable slopes. One
assumption is that the surface would slide down along the slope due to the gravitational force.
Figure 19 depicts this hypothesis. When the satellite is facing away from the slope, the unstable surface
would move away from the satellite. However, when the satellite is facing the slope, depending on
the steepness of the slope, the unstable surface would either move towards or move away from the
satellite. In the worst case where LoS is orthogonal to the slope, then the projection would be close to
zero meaning the satellite would not be able to capture the ground surface movement along the slope.
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Figure 19-1 shows a case where the surface of the slope is moving towards the satellite along the LoS
direction as it slides down the hill. Understanding this mechanism helps to interpret the results.

Figure 19. The relationship between the surface movement (red arrows) and what will be seen from
the satellite (green arrows). The satellite can only measure the projection of the surface movement to
the LoS direction (black arrows).

7.1.2. A Possible Scheme for Soil Slope Monitoring: Installing Corner Reflectors

The physical characteristics of the interaction between the microwaves and the soil determine
that the signal of movement will be dominated by the noise. Advanced processing techniques might
suppress the noise, but when it exceeds a certain level, the information could no longer be extracted.
A feasible solution for monitoring slopes of such kind is to install corner reflectors.

Corner reflector is a man-made strong scatterer that often shows very high signal to noise ratio on
SAR images. A reflector is usually made of two or three metallic plates that are mutually perpendicular
to each other and will reflect signals back directly towards the source. Corner reflectors are easily
manufactured, cost-effective and easy to install. For the purpose of slope monitoring, corner reflectors
could be mounted at various locations on the slope surface. Once installed, they would serve as
persistent scatterers on SAR images. As long as the path from the satellite to the reflectors is not
blocked, the phase time series could be derived.

The technique is easy to implement and works especially well for complex ground features.
The reflector is robust against noisy ground features such as vegetation and soil. This technique is very
mature and has already been well applied to a number of monitoring applications [3,4].

7.1.3. How to Improve the Soil Slope Monitoring Result from the Algorithm Side: A Comparison with
Other State of Art Processing Techniques

Another important issue is how to improve the monitoring result purely from the algorithms
point of view. The PSI method we have been using in this study is designed to work better with strong
reflectance scatterers such as persistent scatterers. But for distributed scatterers [31] that do not have a
dominant reflectance signal, the SNR will be much lower and the PSI will be adversely affected.

To overcome this spatial decorrelation effect of distributed scatterers, there are two other options
parallel to the PSI approach. Both options consider the spatial dependency of neighborhood pixels
in their processing. The first approach is the small baseline subset (SBaS) [8]. The other approach is
the “distributed scatterers” (DS) processing, or sometimes referred to as the hybrid methods. The DS
method shares a very similar idea with SBaS in the sense that it also does “spatial filtering” (but
sometimes in a more complicated way, i.e., recalculate the equivalent single master phase (ESM)
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with maximum likelihood estimator (MLE) [32]). Unlike SBaS, the hybrid method takes advantage
of results from the PSI processing (i.e., usually the DS is unwrapped with respect to the nearest PS
point [32]). There are a few deviations from the hybrid method but they all share a similar idea: to group
neighborhood pixels with “similar behaviors” for canceling out the noise in each individual pixels and
hence to increase the SNR. In addition, the QPS [33] method can be also counted as a hybrid method
since it shares some similarities with both the SBaS technique and the PSI technique. In conclusion,
the SBaS/hybrid method trades spatial resolution for measurement accuracy (or equivalently, SNR)
and coverage. The smoothing operation in space will likely yield more DS points that give higher SNR
but at the cost of lowering the spatial resolution.

For this project, since the PSI result on the soil slope is still rather noisy, a possible alternative
might be the SBaS or the hybrid method. The biggest challenge with this soil slope, however, is the
size of the soil slope. It could be seen from Google Earth that the size of the slope is at most 50 by
20 m. With the 3 m COSMO data, if a multilook window of 10 is used for SBaS or for the DS method,
the entire slope would only be 1 pixel in size. Time series derived from only 1 pixel would not be
enough to draw a sound conclusion. If we have to monitor a bigger area, then the SBaS/DS might be a
better choice.

One other option to consider in the PSI processing is to add more models in the estimation of the
periodogram [34]. There is usually a causal relationship between the settlement of soil and moisture
content or temperature [35]. This implies that one can add precipitation model and/or temperature
model in the PSI processing. Models with more dimensions (i.e., linear and seasonal) usually give a
better fit and could reveal more information on points’ movement. On the other hand, there is always
a risk in creating a more complex model.

7.2. Limitations and Applicability of InSAR Data for Slope Monitoring

7.2.1. One Size Cannot Fit All!

In phase 1, we tried to select a globally optimal configuration for slope monitoring. For example,
we have chosen a large incidence angle to avoid the overall geometric distortion. And we selected the
X band for its high resolution and sensitivity to small-scale settlement. However, later on, we’ve seen
a few examples for which the selected configuration is not ideal. For example, the larger incidence
angle gives the strongest geometric distortion for the point in Figure 14a; or the X-band does not reveal
coherent points on the soil slope at MP1.8 (Section 6.2). In conclusion, there might not be an “optimal
configuration” that could work well for every location in the AoI.

There are two ways to tackle the issue. The first is to apply different processing methodology
accordingly. For example, Section 6.2 mentioned using a larger filter window for locations with more
noise. The second way is to use different datasets. For example, to deal with the decorrelation of
the soil slope, we could have used the L-band data. If the budget allows, it would always be better
to monitor with multiple tracks or multiple satellites. In conclusion, for complex monitoring cases,
there might not be a “one-size-fits-all” satellite configuration that works everywhere. We tried to select
the configuration that is at least optimal for the majority part of the AoI, and then improve the results
with contextual background and adaptive processing algorithms.

7.2.2. Comparison of InSAR and LiDAR for Deformation Monitoring

Another important assessment is to compare InSAR and the other very popular and widely-used
monitoring technique, Light Detection and Ranging, also known as Laser Scanning (LiDAR).
Both LiDAR and InSAR are active measurement techniques. They both transmit pulses of
electromagnetic waves and record the resulting echo to get target information. While both techniques
are capable of performing the same task, LiDAR is often deployed for generating the Digital Terrain
Model (DTM), and InSAR is typically used for detecting ground movement. This difference in
applications stems from the underlying principles of the two techniques. InSAR derives ground
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surface motion by measuring the phase difference between successive radar signal acquisitions. InSAR
system sensitivity to detecting ground movement is range independent and proportional to signal
wavelength, typically capable of delivering millimeter range accuracy of measurements. However,
its sensitivity in deriving ground height is inversely proportional to the satellite spatial baseline,
which normally translates into a meter level accuracy.

The LiDAR sensor is a time-of-flight system that collects 3D coordinates of targets based on
accurately measuring the laser signal travel time. LiDAR may be the best choice for 3D reconstruction,
however, it is harder for monitoring projects because it is practically impossible to reconstruct the
same point cloud in space. LiDAR change detection is achieved by creating a 3D model from the point
cloud using a triangular grid and then comparing the grids. Hence, the accuracy of change detection
depends on the point cloud density, which is range dependent. Ground-based LiDAR can typically
achieve an accuracy of approximately 1.5 cm up to maximum distances of about 800 to 1000 m [36].

These two techniques face similar challenges when measuring deformations, as follows [37]:

• Optimal geometry for measurement. While LiDAR and InSAR use different acquisition
geometries, they require optimal geometry for specific targets. A bad geometry in InSAR results
in a geometric distortion on the SAR image, while in LiDAR it leads to insufficient return signal
for successful measurement.

• Processing of massive volumes of data and development of a fully automated deformation
analysis method. Both techniques require processing massive amounts of data. The problem is to
extract useful information and to develop an effective automated process for decision making.

• Sensitivity to land cover. Both systems tackle this problem differently. X-band radar requires
larger patches of unobstructed ground and cannot penetrate tree canopies. LiDAR’s very narrow
laser beam is usually more effective in penetrating vegetation, but extensive signal processing is
still required.

When applied to deformation measurements, InSAR offers the following advantages over LiDAR,
as follows:

• Independent from most weather conditions;
• Day/night measurement capability;
• No fieldwork required (this does not apply to ground-based InSAR though);
• Consistent satellite revisit times, typically every 8 to 11 days;
• Wide area coverage at any location on Earth. LiDAR provides point clouds over a relatively small

area, while InSAR can provide a spatially complete map of ground deformations with millimeter
to centimeter range accuracy. Typical coverage of one SAR image is on the order of 50 to 100 km
square or rectangular. This approach allows for analyzing wide-area deformations. Moreover,
with the InSAR technique, it is possible to detect displacements at locations where they are not
anticipated, unlike in the case of geodetic techniques where (because of costs) measurements are
performed only at locations suspected of undergoing deformations. When comparing the cost per
unit area, InSAR can offer a more economical option when wide-area monitoring is required;

• High measurement accuracy. With the correct configuration, InSAR can reach a millimeter level
accuracy, which is significantly better than airborne LiDAR systems, and most of the long-range
and medium-range ground-based laser scanners. Significantly, the accuracy of InSAR technique
is independent of the distance between the SAR satellite and the ground target;

• Access to historical data, allowing the analysis of past displacements. This capability is available
with some radar satellites.

Among the significant limitations of space-borne InSAR technique for monitoring purpose are
the following:

• InSAR data processing is more complex than LiDAR. Even though this technology is relatively
well developed and the processing algorithms are very robust, it requires experienced personnel
and sophisticated software to process and interpret data correctly;
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• Signal phase ambiguity. The measured displacements are usually ambiguous because the phase
is always wrapped between 0 and 2π. The problem can be partially solved by the PSI method but
only subject to certain assumptions;

• Resolution. There are some limitations of space-borne satellite SAR systems, including low
temporal and spatial resolution and the inability of real-time monitoring. Currently, one way to
overcome this limitation is by using a ground-based SAR system.

7.3. Next Step: More Satellites, Lower Costs

Currently, the bottleneck of InSAR monitoring is not the theoretical limitation of the InSAR system,
but is rather the available datasets at a reasonable cost. For example, this study eventually turned
down the 3-m-resolution L-band data with 14 days baseline simply due to budget limitation. Based on
the assessment from archived data, it is almost certain that the L-band ALOS-2 data would give a
much better result. Some of the other limitations, such as the signal phase ambiguity and resolution,
could also be addressed with more operational satellites, shorter temporal baseline and higher spatial
resolution (i.e., higher bandwidth or spotlight mode).

It is encouraging to witness the success of Sentinel-1A/B system and the amazingly rich data
archives all over the world have already boosted InSAR applications. As we head into 2020, there
are solid opportunities from both government agencies and commercial cooperations. From the
government agencies’ side, the mainstream satellites including TerraSAR-X, COSMO-SkyMed, and
RADARSAT have all seen the launch of their next generations, including PAZ, COSMO-SkyMed Second
Generation satellite (CSG1) and RADARSAT Constellation Mission (RCM). The L-band ALOS-4 and
NISAR are scheduled to launch soon. From the commercial side, a number of start-ups have been
working on microsatellites. The microsatellite constellation aims at providing images with very high
revisit frequency at much lower costs. Both Iceye from Finland and Capella Space from the U.S.A.
have successfully launched their pilot satellites for a proof-of-concept. Iceye has started providing
commercial services, and Capella Space will start commercial operations in 2020.

If we plan to perform a similar study in the next few years, we would foresee more choices of data
sources, more availability of data, better temporal/spatial resolution and much better overall results.

8. Conclusions

In this study, we attempted to explore comprehensive solution to a highway slope monitoring
project. Two phases were carried out for the study. The first phase determined the most suitable satellite
and configuration for a planned monitoring project. The second phase carried out the MTInSAR process
and explored the slope movement along the highway.

For the first phase, the simulated geometric distortion map, cumulative change detection map,
intensity map, interferograms and coherence maps were generated from all available historical images.
By inspecting the end product, both the satellite and the configuration that gave the best coherence
and least geometric distortion in our AoI were selected. The best candidate for the monitoring project
would be ALOS-2 descending track, and the runner-up is COSMO descending with 8-days-revisit-time.
We ended up using COSMO by considering the available budget.

For the second phase, the MTInSAR process was carried out. A total of 52 X-band COSMO
images spanning almost one and a half years were used for the analysis. The entire project area was
divided into five smaller areas, and for each small AOI, the PSI method was used for estimating the
displacement and height of persistent scatterers. PS points with relatively high temporal coherence
were closely examined. Locations showing evidence of movement were reported, and a fieldwork was
carried out for interpretation and validation. Finally, we arrived at the following conclusions:

1. Persistent Scatterer Interferometry can be used to monitor slope deformations. Analysis of
spaceborne X-band data indicates that rock slopes can be monitored with millimeter precision.
Coherent targets were detected on roads and rock slopes. No targets were detected over
vegetated areas.
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2. No significant displacements were detected over the rocky slopes on the I-77 corridor during
the period of study. These results were consistent with field observations conducted by VDOT
maintenance personnel.

3. Detection of soil slope displacement using X-band data has been proven to be challenging.
Effective monitoring of soil slopes requires using longer radar wavelengths, such as C-band or
L-band, or installing corner reflectors.

4. Slope monitoring using satellite remote sensing involves the optimization of the acquisition
geometry and radar signal wavelength. Project planning also requires input from local geologists
to focus on potentially hazardous areas.

5. The “one-size-fits-all” approach might not work well at every location for complex scenarios.
This applies to both the hardware (satellite configurations) and the software (algorithms).
The MTInSAR result could be improved by applying multiple sensors and adaptive algorithms
for different SoIs.
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