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Abstract: The problem that two cooperative missiles intercept a maneuvering target while imposing
a desired relative geometry is investigated in the paper. Firstly, a three-dimensional (3D) estimation
model for cooperative target tracking is proposed and the observability of the missile-target range
measurement is analyzed. In order to enhance the estimation performance, a two-level cooperative
interception guidance architecture is proposed which combines a coordination algorithm with a
novel 3D fixed-time convergent guidance law considering line of sight (LOS) angle constraints,
such that the desired relative geometry can be imposed quickly and steadily by a dynamic strategy.
The effectiveness and superiority of the proposed guidance law is evidenced through the numerical
simulations comparing with other guidance laws.

Keywords: three-dimensional estimation model; two-level cooperative guidance architecture; coor-
dination algorithm; fixed-time guidance law

1. Introduction

With the advancement of aerospace technology and industry, highly sophisticated
aerial aerobats such as tactical ballistic missiles, hypersonic vehicles, and unmanned aerial
vehicles pose severe challenges to the air-defense missile systems owing to their high
maneuverability and weak observability [1]. Although the problem of intercepting a ma-
neuvering target by a single intercept missile has been studied extensively over the past
few decades, it is practically difficult and the interception performance is highly dependent
on the interceptor’s acceleration capability and accurate knowledge of the target’s states,
for example, velocity, acceleration etc. On the other hand, with the development of infor-
mation processing system and wireless sensor network (WSN) technology, efficient and
sustainable communication between multiple missiles is guaranteed, making it possible to
carry out interception missions by multiple cooperative missiles. Compared with efforts
to improve the performance of a single interceptor, cooperative interception by multiple
interceptors can not only enhance the probability of a successful interception, but also
accomplish many tasks which cannot be accomplished by a single missile, such as saturate
the target’s defenses, cooperative tracking of target’s maneuvering mode, enhancement
of electronic countermeasure effectiveness, etc. Therefore, the research of multi-missile
cooperatively intercepting a maneuvering target has great engineering significance and
received increasing attention at home and abroad.

Although different kinds of interceptors may be equipped with different seekers,
the infra-red (IR) seekers are the most common, which has the merits of good interfer-
ence immunity, low cost, and concealment, but it can only provide noisy bearing-only
measurements. Because no information about the range is available, the target tracking
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performance is limited, especially in the presence of target maneuver, which may result in
an unobservable system [2]. Take advantage of the concept of cooperative interception, the
triangulation structure formed by the interceptor missiles and the target can be exploited to
improve the estimation performance. Chen and Xu presented the double-LOS measuring
relative navigation technique for spacecraft autonomous rendezvous and analyzed the
observability issue by numerical method [3,4]. The work was introduced to the two-to-one
interception engagement by Liu et al. [5]. With information sharing between the interceptor
missiles, the range between the interceptor and target can be calculated respectively and
serve as a pseudomeasurement to improve the estimation performance. The observability
of the missile-target range, however, strongly depends upon the separation angle between
the two interceptors relative to the target. As is analyzed in [3], when the separation angle
becomes small (close to zero), the variance of the calculated range increases rapidly, mak-
ing the triangulation technique fails and the estimation system unobservable. Therefore,
the relative geometry between the missiles and target, and hence the implemented cooper-
ative guidance laws have great influences on the estimation performance of cooperative
target tracking.

Research on guidance laws with multiple constraints for a single missile is the theo-
retical basis of the multi-missile cooperative guidance problem, especially the guidance
laws with impact time and angle constraints. Much research has been paid on cooperative
guidance laws with angle constraints which can reduce the evasive probability of a maneu-
vering target. The existing cooperative guidance laws with angle constraints can be roughly
classified into two categories. The first category is static guidance strategy [6], in which a
pre-specified impact angle or LOS angle is set to each missile in advance and thereafter each
missile is guidanced to target by its own guidance law independently. This approach is
also sometimes denoted as offline cooperation because there is no communication between
the missiles. Several guidance laws including types of bias or gain-varying proportional
navigation guidance law [7–9], optimal guidance law(OGL) [10,11], and sliding mode guid-
ance law(SMGL) [6,12,13], are proposed to impose the pre-specified angle in the scenarios
of stationary or maneuvering target interception. As the interception is usually operated
within short time, the convergence rate is an important performance index for evaluating
the guidance law. Compared with the cooperative guidance laws in [7–11], the finite-time
convergent cooperative guidance law [6,12,13] based on sliding mode control has faster
convergence rate and higher guidance precision, but its convergence time is seriously af-
fected by the initial states of the missiles [14]. If the initial states are unavailable, the settling
time cannot be estimated prior. Furthermore, when the initial conditions are poor, the
convergence time may be longer than the engagement time, which greatly degrades the
guidance efficiency [15]. To cope with the problem, based on the wide application of fixed-
time convergent control method in multi-agent systems, a novel fixed-time convergent
cooperative guidance law for attacking a stationary target was proposed in [16]. The upper
bound of setting time is independent of initial conditions, which ensures the efficiency
of cooperative guidance in any initial states. Nevertheless, the research about fixed-time
cooperative guidance law with angle constraints is rarely yet.

Although the aforementioned guidance laws can achieve the desired angle constraints,
they are unable to address the relative geometry between the missiles and target and
can not take advantage of the intrinsic relationships between the cooperating missiles
during the engagement. Unlike the static guidance strategy, the dynamic guidance strategy,
also referred as online cooperation, has no need to set the angle constraints in advance.
The missiles exchange information with each other to achieve the the desired relative
geometry during the process of guidance. Shaferman and Shima first developed a two-
dimensional (2D) dynamic cooperation guidance law imposing a relative intercept angle in
the linear quadratic framework, by introducing relative angular differences into the cost
function of the optimization problem [17]. Similar method was utilized in [1], where two
interceptors defended an aircraft against an attacking homing missile, through imposing
nonnegative relative intercept angle constraints between consecutive defenders to improve
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the observability. However, the 2D linear framework in their work can not suit the practical
3D engagement scenario.

When the interceptor missiles intercept a maneuvering target, the engagement sce-
nario is, in fact, a 3D one. Most of the existing papers decouple the 3D interception space
geometry into two mutually orthogonal 2D ones, after that, the estimation and guid-
ance models are developed in each plane separately. Though the design process can be
simplified, the decoupling may lose part of the guidance information and degrade the
performance when in practical engagement operations, especially for intercepting a high
maneuvering target. In recent years, increasing attention has been paid to develop estima-
tors and guidance laws with the coupled 3D nonlinear model, nevertheless, to the best of
our knowledge, the 3D cooperative interception problem of imposing relative interception
geometry to enhance the performance of target tracking was not addressed before.

Motivated by the previous discussion, this study aims at developing a 3D cooperative
interception guidance law to impose a desired relative geometry between the missiles
and target, and thus enhance the estimation performance of cooperative target tracking.
Inspired from the two-level cooperative guidance structure for multimissile simultaneous
attack presented by [18], a general coordination algorithm which can decompose the
desired relative interception geometry into the constraints of LOS angles for the cooperative
missiles is presented, combined with the proposed local guidance law which is based on
integral sliding mode control and can impose the required LOS angles within fixed time.
The contributions of this study are summarized as the following three aspects.

1. The 3D maneuvering target tracking model is proposed without omitting the couplings
between the elevation and the azimuth channels, the effect of the relative geometry on
the observability of the missile-target range is analyzed in quantity.

2. Based on convex optimization theory, a general coordination algorithm is proposed
and the constraint of the relative geometry between the missiles and target is decom-
posed into the LOS angle constraints considering the input saturation.

3. Based on fixed-time convergent control method and integral sliding mode control
theory, a novel 3D fixed-time integral sliding mode guidance law (FxTISMGL) with
LOS angle constraints is developed for the first time. The proposed 3D guidance law
is more practical than the 2D ones and has a faster convergence rate.

The remainder of this paper is organized as follows. In Section 2, the mathematical
three-dimensional estimation model for cooperative target tracking is proposed. Thereafter,
the two-level dynamic cooperative interception guidance structure for relative geometry
imposing is presented in Section 3, and in Section 4, numerical experiments and analyses
are shown. Finally, conclusions are drawn in Section 5.

2. Formulation of Three-Dimensional Estimation Model

In this section, the mathematical three-dimensional estimation model for cooperative
target tracking is established. The scenario considered here contains three bodies: two
missiles and an aerial target. It is assumed that each missile is equipped with an inexpensive
IR sensor, which can measure the corresponding LOS angles with respect to the target only.
The interceptor-missile relative motion equations and measurement model for cooperative
estimation are proposed, and assumptions in the derivation are also addressed.

2.1. Kinematics and Dynamics

The 3D engagement scenario is shown in Figure 1. The missiles and target are denoted
as M and T, respectively. M−XYZ denotes the inertial reference frame; r represents the
relative distance between the interceptor and the target; φ and θ represent the LOS elevation
and azimuth angles, respectively. (r, θ, φ) forms the spherical LOS reference frame.

The coupled 3D relative motion model for the ith missile can be described by the
differential equations as follows [19,20]:
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r̈i = ri θ̇

2
i cos2φi + riφ̇

2
i + aTri − aMri

φ̈i = −
2ṙi φ̇i

ri
− θ̇2

i sin φi cos φi +
aTφi
−aMφi
ri

θ̈i = − 2ṙi θ̇i
ri

+ 2θ̇iφ̇i tan φi +
aTθi
−aMθi

ri cos φi

(1)

Assumption 1. As the IR seekers have a minimum effective action distance R0, it is reason-
able to assume ri > R0 throughout the interception process. Furthermore, we can always have
φi ∈

(
−π

2 , π
2
)

by choosing appropriate coordinate systems. Therefore, there is no singularity in the
dynamics Equation (1).

It is assumed that the dynamics of the target’s maneuver during the engagement can
be represented by first order differential equations with unknown uncertainties.

ȧTri = −
1
τ aTri + ωTri

ȧTφi = −
1
τ aTφi + ωTφi

ȧTθi = −
1
τ aTθi + ωTθi

(2)

where τ is the time constant of the target dynamics, and ω represents the unknown
uncertainties.

In this paper it is assumed that ω is a zero-mean white Gaussian noise process and
the spectral density Qi is given as the jerk process intensity [21]

Qi =

(
amax

T
)2

ti,F
(3)

where ti,F is the flight time of the ith interceptor during the engagement.
Choose T as the sampling time. At time tk, the equivalent discrete process noise matrix

Qi,k−1 can be calculated as

Qi,k−1 =
∫ T

0
φi,k|k−1Qiφ

T
i,k|k−1dt (4)

where φi,k|k−1 is the transition matrix associated with the relative motion model.

2.2. Measurement Model

As was previously assumed, the LOS elevation angle φ and azimuth angle θ be-
tween the missile and target can be measured by the IR sensor equipped in each missile,
contaminated by zero-mean white Gaussian measurement noises υφ and υθ , with standard
deviation δφ and δθ , respectively. The measurement noises are assumed to be mutually
independent for the two LOS angles, and apparently independent for the two missiles;
therefore, E(υφυθ) = 0 and E(υ1υ2) = 0. Thus, the measurement equation of the ith missile
performed by using its own-ship measurement only without information sharing (noted by
no-sharing mode) is as follows:[

zi,1
zi,2

]
=

[
hi,1(xi)
hi,2(xi)

]
+

[
vφi

vθi

]
=

[
φi + vφi

θi + vθi

]
(5)

where vφi ∼ N
(

0, σ2
φi

)
, vθi ∼ N

(
0, σ2

θi

)
Remark 1. As the IR sensor measures the angle between the boresight and the LOS, the measure-
ments are selected to be the LOS angles φ and θ directly on the assumption that the IR sensor is
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equipped in a tracking and stable platform, which can guarantee that the sensor tracks the target
and outputs the required information after some basic pretreatments.

The range between the missile and target cannot be measured by the IR sensor, but can
be calculated by virtue of the double-LOS measuring relative navigation technique for the
many-to-one interception engagement. The work is extended to three-dimensional space
here. As is shown in Figure 1, the two missiles form a measuring baseline relative to the
target in space. In addition to the measurement of LOS angles of the target, it is assumed
that the two missiles can share their own inertial states (pix, piy, piz) with each other, which
can be accurately obtained by the inertial navigation system for most missiles.

1M

2M

T

1

1

2

21X

1Y

1Z

2X

2Y

2Z

12

1 2r

1r

2r
1

2

Figure 1. Three-dimensional engagement geometry.

The position vector between the two missiles can be expressed as:

rij=− r ji =
[

pjx − pix pjy − piy pjz − piz
]

(6)

where the subscript j represents the other missile from the subscript i in this paper.
Although the position vectors of the target relative to the ith missiles cannot be

obtained without the measurement of the ranges, its unit can be expressed with the LOS
angles as follows:

ri=
[

cos φi cos θi cos φi sin θi sin φi
]

(7)

In the plane determined uniquely by the two missiles and target, the space angle
between the vectors ri and rji is calculated as follows:

γi= arctan
r ji × ri

r jiri
(8)

Apparently, the separation angle between the two LOS vectors is:

γij=π − γi − γj (9)

Application of the sine theorem in the determined plane yields the pseudo-measurement r̂i:

r̂i = rij
sin
(
γj
)

sin
(
γij
) (10)
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Therefore, the third measurement equation of the missile is:

zi,3 =hi,3(xi) + vr̂i=r̂i + vr̂i (11)

vr̂i ∼ N
(

0, σ2
r̂i

)
The standard deviation of the distances can be obtained by the approximate method

for variance propagation of the nonlinear function:

σr̂,i =
rij

√
sin2(γi)σ2

γj
+ sin2(γj

)
cos2

(
γij
)
σ2

γi

sin2(γij
) (12)

where

σγi =

√(
∂γi
∂φi

)2
σ2

φi
+

(
∂γi
∂θi

)2
σ2

θi
(13)

and
∂γi
∂φi

=
pjix sin φi cos θi + pjiy sin φi sin θi − pjiz cos φi√

r2
ij
−
(

pjix cos φi cos θi + pjiy cos φi sin θi+pjiz sin φi
)2

(14)

∂γi
∂θi

=
pjix cos φi sin θi − pjiy cos φi cos θi√

r2
ij
−
(

pjix cos φi cos θi + pjiy cos φi sin θi + pjiz sin φi
)2

(15)

the pjix, pjiy, pjiz represent the projection of rij in the three axes of the inertial refer-
ence frame.

Corresponding to the analyses in [3], from Equation (12), it is conspicuous that, if
the separation angle for the two missiles relative to the target becomes small (close to
zero), the variance of the pseudomeasurement r̂ for both missiles increases, the estimation
accuracy may degrade. However, excessive emphasis on enlarging the separation angle
may affect the performance of the guidance law, especially if the missiles are close to each
other at the beginning of the engagement. Assume σγi = σγj = 0.3◦, rij = 10 km, for each
γij, the value of max(σr̂) can be calculated because of γij = π − γi − γj, and the curve of
max(σr̂) with γij given rij = 10 km is shown in Figure 2. It can be observed that as long
as the separation angle is not bigger than 30◦, the variance of r̂ increases slowly and is
quite acceptable.

0 30 60 90 120 150 180
γij(

◦)
0

200

400

600

800

1000

1200

1400

1600

1800

2000

σ
r̂,
i(
m
)

Figure 2. Curve of max(σr̂) with γij given rij = 10 km, σγ = 0.3◦.
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Finally, the cooperative measurement model with information sharing is summarized
as follows:

zi = hi(xi) + vi (16)

and

zi =
[

zi,1 zi2 zi,3
]T (17)

vi =
[

vφi vθi vr̂i

]T ∼ N
(
[0]3×1, R

)
where

R =

 R1,1
∂r̂
∂φi

σφi
∂r̂
∂θi

σθi
∂r̂
∂φi

σφi σ2
φi

0
∂r̂
∂θi

σθi 0 σ2
θi

 (18)

R1,1 =
r2

ijsin2(γi)σ
2
γj

sin4(γij
) (19)

∂r̂i
∂φi

= ∂r̂i
∂γi
· ∂γi

∂φi
=

rij sin(γj) cos(γij)
sin2(γij)

· ∂γi
∂φi

(20)

∂r̂i
∂θi

= ∂r̂i
∂γi
· ∂γi

∂θi
=

rij sin(γj) cos(γij)
sin2(γij)

· ∂γi
∂θi

(21)

where ∂γi
∂φi

and ∂γi
∂θi

are derived as Equations (14) and (15).

Remark 2. Despite the widespread usage of the KF-based filters, such as extended Kalman filter
(EKF), unscented Kalman filter (UKF) and cubature Kalman filter (CKF), there is a challenging
issue in actual applications that their estimation performance depend heavily on the determination
of the covariance matrices of the process and measurement noise characteristics. In practice, this is
usually done rely on experience and in an ad hoc trial-and-error manner. However, improper choice
of these matrices may lead to bias estimation, unreliable uncertainty estimation and even divergence
problems [22]. In this paper, the theoretical values of the covariance matrices are calculated with
reference to [21], which has been shown mathematically equivalent of a target maneuver with random
starting time. It is worth noting that, unlike this kind of offline scheme, various methods have been
proposed to estimate and update the noise covariance matrices online based on the residuals [23] or
Bayesian techniques [22,24,25].

To address the strong nonlinearity in the three-dimensional estimation model, the
tracking algorithm is chosen as CKF [26], which is the closest approximation algorithm to
Bayesian filtering in practical application and has been proved to achieve third order or
higher precision. The implementation process of the standard CKF algorithm is given in
Appendix A.

3. Two-Level Cooperative Interception Guidance Structure

The main object of the guidance is to design aM for the cooperative missiles to impose
a desired relative geometry between the missiles and target to enhance the tracking perfor-
mance of the target. To be specific, as is analyzed in Section 2, the object is to design aM
for the cooperative missiles to enlarge the separation angle to desired valuable as soon as
possible at the beginning of the engagement and then keep the desired relative geometry
until the target is intercepted.

The two-level cooperative guidance structure for multimissile simultaneous attack
in [18] is extended here to achieve dynamic cooperation for the missiles to impose the de-
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sired separation angle between the cooperative missiles relative to the target. The dynamic
cooperative guidance architecture for relative geometry imposing is presented in Figure 3.

Coordination Algorithm

Local Guidance
FxTISMGL

Missile j

Local Guidance

FxTISMGL

Missile i

,j c


,j c


,i c


,i c


, , , , ,
, , ,

ij d i c i c j c j c
    

,j a


,j a


,i a


,i a


i
a j

a

Figure 3. Two-level dynamic cooperative guidance architecture for relative geometry imposing.

The actual LOS angles of the missiles φi,a, θi,a, φj,a, θj,a at time t is collected by infor-
mation sharing between the missiles. Then the LOS angle commands corresponding to
the desired γij,d is calculated by the coordination algorithm and sent to the cooperative
missiles. The acceleration command ai, aj are obtained by the proposed local guidance law
and implemented on each missile separately.

Firstly, the coordination algorithm is proposed as following in this section. Thereafter,
the design process of a novel 3D integral sliding mode guidance law with LOS angle
constraints is presented and the proof of fixd-time convergence is given.

3.1. Coordination Algorithm Based on Convex Theory

Similar with Equations (8) and (9), the space separation angle between the missiles
relative to the target can be also calculated as follows

γij = arccos
rirj

|ri|
∣∣rj
∣∣

= arccos
(
cos φi cos φj cos

(
θi − θj

)
+ sin φi sin φj

) (22)

From Equation (22), we can see that the separation angle is determined uniquely by
the LOS angles φ and θ of the two cooperative missiles. So the object can be achieved
by imposing the LOS angles to appropriate values. From Equation (1), and neglect the
couplings yields:  φ̈i = −

2ṙi φ̇i
ri

+
aTφi

ri
− aMφi

ri

θ̈i = − 2ṙi θ̇i
ri

+
aTθi

ri cos φi
− aMθi

ri cos φi

(23)

It can be seen that with the divisor of cos φi, which is rather smaller than 1 in most
scenarios, the control efficiency of control input aMθi to the azimuth angle θi is much higher
than that of the control input aMφi . Therefore, assume the adjustment of the elevation angle
φi is small during the process of the forming of the desired relative geometry, then we have
cos φi ≈ wi, the parameter wi is a positive constant.

Define the initial the LOS angles are φi,0 and θi,0, i = 1, 2, and the separation angle
γij,0 is calculated by Equation (22). Consider decomposing the desired separation angle
into the constraints for the LOS angles of the two cooperative missiles, while minimizing
the effort of all the missiles, the problem can be formed as

min
φ,θ

J =
2

∑
i=1

(
w2

i (φi,d − φi,0)
2 + (θi,d − θi,0)

2
)

(24)
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subject to

cos γ12,d = (cos φ1,d cos φ2,d cos(θ1,d − θ2,d) + sin φ1,d sin φ2,d) (25)

φi,d ∈
[
−π

2
,

π

2

]
, θi,d ∈

[
−π

2
,

π

2

]
, i = 1, 2 (26)

Although the equality constraint Equation (25) is nonconvex in the whole domain of
definition, we can divide the definition domain into several spans and in each span the
constraint is convex. Then, the convex optimization method can be applied and the optimal
solution can be obtained, which is the desired LOS angle constraints for the cooperative
missiles. In this paper, the problem is solved by the interior-point algorithm.

Take the input saturation into consideration, we divide the constraint of LOS angles
into a sequence of commands to the guidance by a time variant adaptive method. What is
more, from Equtaion (23) we can see, as the derivation of the missile-target range is usually
negative, the division is beneficial for the implementation of the constraint of the LOS
angles. The adaptive method is defined as follows

xc(t) =
(td − t− p)xa(t) + pxd

td − t
(27)

where xa(t) denotes the actual LOS angle and xc(t) is the command LOS angle at time
t, xd denotes the desired LOS angle calculated from Equations (24)–(26), td is the desired
time before when we hope the desired geometry is imposed, and td − t = p, if td − t < p,
we can see from Equation (27) that when td − t = p, xc(t) = xd.

3.2. Fixed-Time Convergent Guidance Law Design
3.2.1. Definitions and Lemmas

Definition 1 ([27,28]). Consider a nonlinear system in the form of

ẋ = f (x, t), f (0, t) = 0, x ∈ Rn (28)

where f : U0 ×R 7→ Rn is continuous on U0 ×R, and U0 is an open neighborhood of the origin
x = 0, R is the set of real numbers. The state of the system is said to converge to its local equilibrium
x = 0 in finite time if, for any given initial time t0 and initial state x(t0) = x0 ∈ U, there
exists a settling time T > 0, which is dependent on x0, such that every solution of the system
Equation (A11), x(t) = ϕ(t; t0, x0) ∈ U/{0}, satisfies{

lim
t→T(x0)

ϕ(t; t0, x0) = 0,

ϕ(t; t0, x0) = 0, i f t > T(x0)
(29)

Moreover, if the system (local) equilibrium x = 0 is Lyapunov stable with finite time
convergence in a neighborhood of the origin U ∈ U0 then the system equilibrium is called
finite time stable. If U = Rn, then the origin is a global finite time stable equilibrium.

Lemma 1 ([27]). Consider the nonlinear system described by Equation (A11). Suppose that there

is a C1 (continuously differentiable) function V(x, t) defined in a neighborhood
_

U ∈ Rn of the
origin, and that there are real numbers α > 0 and 0 < 1 < λ, such that V(x, t) is positive-definite

on
_

U and that V̇(x) + αVλ(x, t) 6 0 on
_

U. Then, the zero solution of system (A11) is finite-time
stable and the settling time is given by

tr 6
V(x0, 0)1−λ

α(1− λ)
(30)

It can be seen that the finite settling time estimate Equation (A12) depends on the
system initial states, which restricts the practical applications since the knowledge of
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initial conditions may be unavailable in advance. Furthermore, if the initial conditions are
poor, the convergence time may exceed the engagement time and degrade the guidance
performance. Moving further on, Polyakov [29] put forward a fixed-time stability concept
as follows.

Definition 2. The origin is said to be a ‘fixed-time stable’ equilibrium point of (1) if it is globally
finite-time stable and the settling time function T(x0) is bounded, that is, there exists Tmax > 0
independent on the initial state, such that T(x0) 6 Tmax, ∀x0 ∈ Rn.

Lemma 2 ([30]). If there exists a continuous radially unbounded function V : Rn 7→ R+ ∪
{0} such that (1) V(x) = 0 ⇒ x = 0 and (2) any solution of (1) satisfies the inequal-
ity D∗V(x(t)) 6 −αVp(x(t))− βVq(x(t)) where α > 0, β > 0 and p > 1 > q > 0, then the
origin is globally fixed-time stable and the settling time function T(x0) is uniformly bounded by a
computable constant, i.e.,

T(x0) 6 Tmax :=
1

α(p− 1)
+

1
β(q− 1)

(31)

Lemma 3 ([31]). Consider a system with

ẋ = −axm/n − bxp/q, x(0) = x0 (32)

where the parameters m,n,p, and q are all odd integers satisfying q > p > 0 and m > n > 0,
a > 0 and b > 0. Then the equilibrium of (32) is globally finite-time stable and the settling time is
bounded by

T ≤ Tmax =
1

b(m1 − 1)
ln
(

a + b
a

)
+

1
a(1−m2)

ln
(

a + b
b

)
(33)

Lemma 4 ([32]). Consider a second-order system{
x1 = x2
x2 = u

(34)

where x1 and x2 are the system’s states with the assumption of being measurable, the control u is
proposed by

u(x) = −
2

∑
i=1

ki
(
bxicσi + bxic+ bxic′i

)
(35)

where bxcσ = |x|σsign(x), the parameters ki > 0, (i = 1, 2) are selected to guarantee the second-
order polynomials s2 + k2s1 + k1 and s2 + 3k2s1 + 3k1 are Hurwitz, and σ2−j =

σ
(j+1)−iσ′ , σ′2−j =

2−σ
jσ−(j−1)′ (j = 0, 1), where σ ∈ (ε, 1) with ε ∈

(
1
2 , 1
)

. Then, through the bi-limit homogeneous
technique, the equilibrium of system (34) is fixed-time stable.

3.2.2. The Design of Fixed-Time Convergent Guidance Law with LOS Angle Constraints

Without loss of generality, neglect the subscript i for brevity; define x1 = φ − φc,
x2 = φ̇, x3 = θ − θc, x4 = θ̇ and combining Equation (1) yield the three-dimensional
guidance system described as follows :

ẋ1 = x2

ẋ2 = −2ṙx2

r
− x2

4 sin x1 cos x1 +
aTφ − aMφ

r
ẋ3 = x4

ẋ4 = −2ṙx4

r
+ 2x2x4 tan x1 +

aTθ − aMθ

r cos x1

(36)
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Assumption 2. Suppose that the target’s acceleration is bounded, |aTθ | < d1 and
∣∣aTφ

∣∣ < d2,
where d1 and d2 are positive constants.

Design the sliding surface vector as

s =

[
s1
s2

]
=

 ∫ t f
t0

(
k1
(
bx1cσ11+bx1c+bx1cσ12

)
+ k2

(
bx2cσ21+bx2c+bx2cσ22

) )
dt+x2 − x2(t0)∫ t f

t0

(
k3
(
bx3cσ31+bx3c+bx3cσ32

)
+ k4

(
bx4cσ41+bx4c+bx4cσ42

) )
dt+x4 − x4(t0)

 (37)

where, σ21 = σ ∈ (0, 1), σ11 = σ
2−σ , σ12 = 4−3σ

2−σ , σ22 = 4−3σ
3−2σ , σ41 = σ̄ ∈ (0, 1), σ31 = σ̄

2−σ̄ ,
σ32 = 4−3σ̄

2−σ̄ , σ42 = 4−3σ̄
3−2σ̄ , ki > 0(i = 1, 2, 3, 4), t0 and t f represent the start time and end time

of the interception respectively.
With the time derivative of (37) We can obtain

ṡ =

[
ṡ1
ṡ2

]
=

[
k1
(
bx1cσ11 + bx1c + bx1cσ12

)
+ k2

(
bx2cσ21 + bx2c + bx2cσ22

)
+ ẋ2

k3
(
bx3cσ31 + bx3c + bx3cσ32

)
+ k4

(
bx4cσ41 + bx4c + bx4cσ42

)
+ ẋ4

]
= A + Bu + Cd

(38)

where A =

(
a1
a2

)
, B = −C =

(
− 1

r 0
0 − 1

r cos x1

)
, u =

(
aMφ

aMθ

)
, d =

(
aTφ

aTθ

)
,

a1 = − 2ṙx2
r − x2

4 sin x1 cos x1 + k1
(
bx1cσ11 + bx1c + bx1cσ12

)
+ k2

(
bx2cσ21 + bx2c + bx2cσ22

)
a2 = − 2ṙx4

r + 2x2x4 tan x1 + k3
(
bx3cσ31 + bx3c + bx3cσ32

)
+ k4

(
bx4cσ41 + bx4c + bx4cσ42

)
According to Assumption 2, the term Cd can be viewed as bounded external distur-

bances ‖Cd‖ 6 ∆, where ∆ = const. > 0.

Theorem 1. Consider the nonlinear guidance system of 3D relative motions Equation(1) with
the vectorial integral sliding mode surface (37), under the guidance algorithm Equation(39) and
Assumption 1. Then the LOS angle errors, x1 and x3 can converge to zero within a fixed
time, respectively.

u =

(
aMφ

aMθ

)
= −B−1

(
A + a(s)m/n + b(s)p/q +

s
‖s‖∆

)
(39)

where (s)λ =
(
(s1)

λ, (s2)
λ
)T

, λ > 0, m, n, p and q are positive odd integers satisfying
p > q, n > m, a > 0, and b > 0.

Proof. A Lyapunov candidate is constructed as:

V =
1
2

sTs (40)

the time derivative of V along (38) and (39) gives

V̇(s) = sT ṡ

= sT(A + Bu + Cd)

= −a(s)
m
n +1 − b(s)

p
q +1

+ ‖s‖(‖Cd‖ − ∆)

≤ −a(s)
m
n +1 − b(s)

p
q +1

= −2a(V)
m+n

2n − 2b(V)
p+q
2q

(41)
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On the basis of Lemma 1, the vectorial sliding mode surface s = 0 can be achieved in
a fixed time T1. By letting ṡ = 0, the equivalent dynamics on the sliding manifold can be
represented as:

ẋ2 =− k1
(
bx1cσ11 + bx1c+ bx1cσ12

)
− k2

(
bx2cσ21 + bx2c+ bx2cσ22

) (42)

ẋ4 =− k3
(
bx3cσ31 + bx3c+ bx3]

σ32
)

− k4
(
bx4cσ41 + bx4c+ bx4cσ42

) (43)

Similar to the proof of Lemma 4 [33], based on the LaSalle’s invariance principle,
system Equation (36) is fixed-time stability, assume x1 and x3 converge to the zeros in a
globally bounded time T2 , the total settling time of the guidance system for the ith missile
can be calculated by Ti < T1 + T2.

Therefore, with the acceleration command in Theorem 1, all the missiles can impose the
desired LOS angles after T = max(Ti), which depends on the related parameters. Therefore,
by adjusting the related parameters, when the flight time t > T multiple missiles can
achieve cooperative interception with LOS angle constraints against a maneuvering target.

4. Experimental Results and Analysis

The performance of the proposed three dimensional cooperative interception guidance
law is evaluated in this section via numerical simulation, using the nonlinear kinematics
dynamics for the missiles and target. The simulation environment is presented first,
followed by an interception scenario involving two missiles and a target to demonstrate
the superiority of the proposed guidance law comparing with the other guidance laws.

4.1. Simulation Environment and Scenario

The simulation includes two interceptor missiles and an aerial target. The engage-
ments are initialized at the terminal phase of the interception, with the missiles separated
on both sides of the target. Initial conditions of the interceptors and the target are given in
Table 1.

Table 1. Initial Conditions.

Mode Missile-1 Missile-2 Target

position
(m)

x 0 −500 10,000
y −500 0 10,000
z 500 0 10,000

velocity
(m/s)

x 300 300 80
y 300 300 −120
z 300 300 40

The maximal maneuver capability of the missiles and the target is amax
M = 50 g, and

amax
T = 2g along the three axes in the LOS coordinate system, respectively. The equations

of motion of the missiles and the target are solved through the fourth-order Runge-Kutta
algorithm and the time step is chosen as 0.001 s. It is supposed that each missile is equipped
with an IR sensor missile, which can only provide measurement of LOS angles and the
measurement noise is 0.3◦.

The target performs three typical dynamics along the three axes in the LOS coordinate
system. As the projection of the target acceleration is different between the two missiles,
we set the target acceleration in the 1st missile’s LOS coordinate system as follows:

aTr1 = 0
aTφ1 = −10 sin(t/3)
aTθ1 = 10sign(sin(t/3))

(44)
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then the target acceleration in the 2st missile’s LOS coordinate system can be easily calcu-
lated by the transition matrix.

The missiles perform a minor adjustment along ri referred from [34] to achieve simul-
taneous interception

aMri=− N1

(
ri
ṙi
−

rj

ṙj

)
(45)

Meanwhile, in the directions of the two LOS angles, to testify the superiority of the
proposed FxTISMGL, the adaptive sliding mode guidance law (ASMGL) presented in [35]
and the nonlinear finite-time convergent sliding mode guidance law (NFTSMGL) deduced
in [6] are simulated under the same conditions. The ASMGL is selected as

uASMGL =

(
aMφi
aMθ i

)
=

(
− N2ṙiφ̇i + N3sign(φ̇i)
−N2ṙi θ̇i + N3sign

(
θ̇i
) )

(46)

And the NFTSMGL is expressed as

uNFTSMGL =

(
aMφi
aMθ i

)
=− Bi

−1(Ai + k1s + k2sigµ(s) + sign(s)∆ + D) (47)

where

Ai =

[
− 2ṙi

ri
φ̇i − θ̇2

i sin φi cos φi

− 2ṙi
ri

θ̇i + 2φ̇i θ̇i tan φi

]

Bi =

[
− 1

ri
0

0 1
ri cos φi

]
s = x3i + α sigλ1(x3i) + β sigλ2(x4i)

D=β−1λ−1
2 diag(|x4i|)2−λ2(I2 + αλ1diag(|x3i|)λ1−1

)
sign(x4i)

the parameters ∆ = const. > 0 , α, β > 0, 1 < λ2 < 2, λ1 > λ2, 0 < µ < 1, and k1, k2 > 0.
In the practical situation, the inevitable noises, disturbances, and uncertainties may

aggravate the chattering caused by the signum function, which may have a bad influence
on the guidance system. To alleviate the chattering phenomenon, an effective way is to
adopt the boundary-layer technique by replacing the signum function with a continuous
saturation function satδ(x), depicted by

satδ(x) =


1, x > δ
x/δ, |x| ≤ δ
−1, x < −δ

(48)

where δ is a small positive constant helps construct a boundary layer |x| ≤ δ to approximate
the ideal x = 0.

For evaluating the guidance performance under the same condition, closed loop
scheme is employed and the desired separation angle is set as 35◦. Because the initial eleva-
tion angle φ for both missile is approximately equal to 30◦, we set the weight wi = 4, i = 1, 2.
Both the NFTSMGL and proposed FxTISMGL work together with the coordination algo-
rithm to achieve dynamic cooperation, and the commanded missile accelerations are all
saturated by amax

M .

4.2. Simulation Results and Comparison

As the guidance time with different guidance is usually not the same, the curves
are plotted with the missile-target range as X-axis to show the simulation results more
conveniently. The complete trajectories of the missiles and the target are shown in Figure 4,
and the missiles intercept the target simultaneously with small miss distances. It can be
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seen that as the ASMGL does not contain angle constraints, the trajectories of both missiles
are rather straight. Compare with NFTSMGL, the trajectories of the missiles under the
proposed FxTISMGL are more curved and more likely to perform a relative geometry
during the last half of the engagement. It is shown more distinctly in Figure 5 that the
coordination algorithm combined with NFTSMGL can only achieve the desired separation
angle almost at the end of the interception and the ASMGL can not control the separation
angle throughout the guidance, whereas the desired separation angle is imposed quickly
after the interception operation started by the proposed guidance law and well maintained
till the end of the guidance, which indicate that a more beneficial relative geometry is
imposed for cooperative target tracking according to the analyses in Section 2.

Figure 4. Three-dimensional interception trajectories under different guidance laws. Solid line:
missile1, dashed line: missile2.

0500010,00015,000

r(m)

0

10

20

30

40

50

γ
12
(◦
)

ASMGL

NFTSMGL

FxTISMGL

Figure 5. The separation angle between the cooperative missiles.

From Figure 6, it can be seen that the proposed coordination algorithm make tiny
adjustments for the elevation angles φ of the cooperative missiles, which demonstrate the
rationality of the assumption. What is more, it is clear that the propose FxTISMGL tracks
the commanded LOS angles better than the NFTSMGL, and thus achieve the desired LOS
angles much rapidly, especially in the azimuth channel, where both missiles are required
to perform great adjustments for the azimuth angles θ.
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Figure 6. The curves of the LOS angles. Solid line: actual value, dashed line: commanded value.

Figure 7 shows the the acceleration commands for the cooperative missiles under
different guidance laws. It can be seen that the proposed FxTISMGL can provide smooth
guidance commands as the other schemes, and there is no chattering phenomenon in the
acceleration commands. The reason that the guidance commands of the FxTISMGL in the
initial phase are larger is to achieve the faster convergence of the separation angle.
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Figure 7. The curves of the acceleration commands.

As is depicted in Figure 8, most of the guidance process, the measurement errors of
the pseudo-measurement r̂i under ASMGL may exceed 100 m , which is not satisfactory
for target tracking. However, with the proposed guidance law, the measurement errors for
both missiles get a great reduction compare with the other guidance laws and are all within
100 m except in the initial phase. Figure 9 shows the estimation errors of the missile-target
range under different guidance laws, to show the difference more distinctly, we limit the
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range from interception starts to 10,000 m, it can be seen that the estimation errors of the
missile-target range for both missiles under the proposed guidance law is the smallest
compare with the other guidance laws, which indicate that the performances of cooperative
target tracking are enhanced.
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(a) missile1.
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Figure 8. The measurement errors of the missile-target range. Black dashed line: 100 m.
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Figure 9. The estimation errors of the missile-target range.

The miss distances, LOS angle convergent times (the separation angle convergent
time can be viewed as the maximum of the LOS angle convergent times), the root mean
squard error (RMSE) of the estimation ri (ri > 10, 000) under different guidance laws are
shown in Table 2. It can be seen that the proposed FxTISMGL can provide much faster
convergence rates of the LOS angles while the ASMGL can not guarantee the conver-
gence. Furthermore, the FxTISMGL designed in this study can guarantee high-precision
guidance performance: the estimation errors of the missile-target range are decreased,
the performance of cooperative target tracking is enhanced and finally the miss distance
is smaller.
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Table 2. Initial Conditions.

Guidance Law Miss Distance
(m)

Convergent Time of φ
(s)

Convergent Time of θ
(s)

RMSE of r (m)

ASMGL Missile1 0.4312 ∞ ∞ 30.2804
Missile2 0.7153 ∞ ∞ 29.3604

NFTSMGL Missile1 0.2262 14.3610 25.9130 20.2227
Missile2 0.3846 13.1960 24.4930 19.4695

FXISMGL Missile1 0.1015 4.4800 10.5050 16.5124
Missile2 0.1738 3.8830 10.3370 16.1186

5. Conclusions

In the paper, the problem that two cooperative missiles intercept the maneuvering
target while imposing a desired relative geometry were investigated. Firstly, the 3D ma-
neuvering target tracking model was proposed and the desired relative geometry for
cooperative target tracking was discussed. Then, a two-level cooperative guidance archi-
tecture was proposed to impose the desired relative geometry. A general coordination
algorithm which can decompose the separation angle between the missiles into the LOS
angle constraints was proposed, the problem was solved by convex optimization methods.
Thereafter, a novel 3D fixed-time convergent guidance law with LOS angle constraints was
presented, which was based on integral sliding mode control and can achieve the com-
manded LOS angles much faster than the other guidance laws. The validity of the proposed
interception guidance law was evidenced through the numerical simulations, it was shown
that the cooperative interception guidance law designed in this study can enhance the
performance of cooperative target tracking and achieve a high-precision target interception.

Our future work may concentrate on integrated guidance and autopilot design, con-
sidering autopilot lag. Another interesting topic is online estimation and updating of the
noise covariance matrices, it seems promising to combine machine learning algorithm with
the existing methods, such as the maximum likelihood based methods.
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Appendix A

The filtering process of CKF can be divided into two parts: time update and measure-
ment update. One cycle of the standard CKF algorithm involves the following steps:
(1) Time Update

Suppose that the estimation error covariance at time step k− 1 is known at time k,
Cholesky factorization on Pk−1|k−1 yields:

Pk−1|k−1 = Sk−1|k−1ST
k−1|k−1 (A1)

The cubature points are calculated (i = 1, 2, ..., m) as follows:

X i,k−1|k−1 = Sk−1|k−1ξi + x̂k−1|k−1 (A2)

where m = 2nx and nx represent the number of the states.
The propagated cubature points can be obtained with the state Equation (1):

X∗i,k|k−1 = f
(

X i,k−1|k−1

)
(A3)

The predicted states and error covariance at time k are calculated by:

x̂k|k−1 =
1
m

m

∑
i=1

X∗i,k|k−1 (A4)

Pk|k−1 = 1
m ∑m

i=1 X∗i,k|k−1X∗Ti,k|k−1 − x̂k|k−1 x̂T
k|k−1 + Qk−1 (A5)

(2) Measurement Update
Similar to the aforementioned process, Cholesky factorization on Pk|k−1 :

Pk|k−1 = Sk|k−1ST
k|k−1 (A6)

The cubature points are calculated (i = 1, 2, ..., m) as follows:

X i,k|k−1 = Sk|k−1ξi + x̂k|k−1 (A7)

The predicted measurements at time k are calculated by the measurement model (16) :

ẑk|k−1 =
1
m

m

∑
i=1

Zi,k|k−1 (A8)

The innovation covariance matrix and the cross-covariance matrix can be expressed as:

Pzz,k|k−1 =
1
m

m

∑
i=1

Zi,k|k−1ZT
i,k|k−1 − ẑk|k−1ẑT

k|k−1 + Rk

Pxz,k|k−1 =
m

∑
i=1

ωiX i,k|k−1ZT
i,k|k−1 − x̂k|k−1ẑT

k|k−1 (A9)

The Kalman gain is obtained by:

W k = Pxz,k|k−1P−1
zz,k|k−1 (A10)

Finally, the updated state and corresponding error covariance at time k are estimated
as follows:

x̂k|k = x̂k|k−1 + Wk

(
zk − ẑk|k−1

)
(A11)

Pk|k = Pk|k−1 −W kPzz,k|k−1W T
k (A12)
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