
Citation: Wang, K.; Liu, Y.;

Huang, C.; Bao, W. Water Surface

Flight Control of a Cross Domain

Robot Based on an Adaptive and

Robust Sliding Mode Barrier Control

Algorithm. Aerospace 2022, 9, 332.

https://doi.org/10.3390/

aerospace9070332

Academic Editor: Mostafa

Hassanalian

Received: 8 May 2022

Accepted: 17 June 2022

Published: 21 June 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

aerospace

Article

Water Surface Flight Control of a Cross Domain Robot
Based on an Adaptive and Robust Sliding Mode Barrier
Control Algorithm
Ke Wang 1, Yong Liu 1,* , Chengwei Huang 1 and Wei Bao 2

1 School of Computer Science and Engineering, Nanjing University of Science and Technology,
Nanjing 210018, China; wkstone@njust.edu.cn (K.W.); icyore@njust.edu.cn (C.H.)

2 School of Mechanical Engineering, Nanjing University of Science and Technology, Nanjing 210018, China;
baow_0326@njust.edu.cn

* Correspondence: liuy1602@njust.edu.cn

Abstract: When a cross-domain robot (CDR) flies on the water surface, the large pitch angle and roll
angle may lead to water flooding into the robot cabin or even overturning. In addition, the CDR is
influenced by some uncertain parameters and external disturbances, such as the water resistance
and current. To constrain the robot attitude angle and improve the robustness of the controller,
a non-singular terminal sliding mode asymmetric barrier control (NTSMABC) algorithm is proposed.
All the uncertain disturbances are regarded as a lump disturbance, and a radial basis function neural
network (RBFNN) is designed to compensate for the output of the controllers. Unlike the traditional
quadrotors, the robot controls the yaw angle by paddles when the robot flies on the water surface. To
prevent the actuator saturation and the robot from rolling over due to excessive yaw angular velocity,
an adaptive integral sliding mode barrier control (AISMBC) algorithm is proposed to constrain
the yaw angular velocity directly. This algorithm adaptively adjusts the gain of the sliding surface
to suppress the influence of the lump disturbance on the robot. Another RBFNN is designed to
compensate for the output of the controller. Simulation results demonstrate the effectiveness of the
proposed control methods.

Keywords: cross-domain robot (CDR); radial basis function neural network (RBFNN); non-singular
terminal sliding mode asymmetric barrier control (NTSMABC); adaptive integral sliding mode barrier
control (AISMBC)

1. Introduction

Rotorcrafts, wheeled mobile robots (WMRs), and unmanned surface vehicles (USVs)
have been studied for serval years, but these robots can only work in a single environ-
ment [1]. To overcome the shortages of the traditional robots, multi-habitat robots have been
rapidly developed. Spherical robots are one of the popular structures [2,3]. The quadrotor
is enclosed in a spherical shell; therefore, the robot can work in three environments [4].
A leg-type amphibious robot was presented in [5], which can move on the ground with its
legs, and generates traction by spraying water on the water surface. More interesting robots
can be found in [6–8]. The micro aerial vehicles (MAVs) equipped with optical flow sensors
can realize obstacle avoidance, measurement distance, and velocity estimation. In [9],
two optical flow sensors constituted an optical flow divergence which was placed on
an MAV to avoid obstacles. This method improved the success rate of obstacle avoidance.
In [10], the optical flow sensor was used to estimate the velocity of MAV, and a stereo
camera with a mass of 4 g was adapted for visual navigation. The autonomous obstacle
avoidance of this pocket MAV was realized in indoor environments.

The research about CDRs and amphibious robots has mainly focused on structural
innovations, while the research has paid less attention to robot control methods. In this
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paper, we focus on the control algorithms of the CDRs flying on the water surface. There
is some research on control algorithms for CDRs, but the research is abundant for similar
control systems such as quadrotor UAVs, WMRs, and USVs. The backstepping control is
a classical control algorithm. In [11], the quadrotor UAV was controlled by the adaptive
integral backstepping algorithm and an adaptive law was designed to compensate the
lumped disturbance. In [12], the backstepping-based algorithm was also adopted to
achieve cooperation control of multiple USVs. In addition, there are intelligent control
methods, such as model predictive control (MPC) [13], reinforcement learning [14], deep
reinforcement learning [15], and so on.

However, the constraints on the system states were not considered in the above
control algorithms. To constrain the system states, the controllers based on the barrier
Lyapunov function (BLF) [16] and the integral barrier Lyapunov function (IBLF) [17] are
classical barrier control (BC) algorithms. Following the traditional idea of BC, multiple
brilliant control methods have been proposed. In [18], an adaptive barrier controller was
proposed for the strict feedback system. The unknown disturbances were compensated
by an adaptive law. Based on integral barrier control, a time-varying constrained barrier
control was proposed, but the time-varying boundary was not changed with the system
state [19]. Besides, there are barrier control algorithms based on tanh-type [20]. For the
specific control systems, the study introduced in [21] provided a new integral barrier
controller to directly constrain the quadrotor attitude, which solved the conservative
problem of the traditional integral BC. To constrain the full-states of underactuated system,
such as WMRs, a finite-time barrier control algorithm was proposed [22]. Designing
an adaptive law for the uncertain term of the control system is a useful method but another
way is to use the observer or the neural network. In [23], a radial basis function neural
network (RBFNN) was designed to approach the lumped disturbance of missile autopilot
dynamic model. In [24], the RBFNN was used to obtain the lumped disturbance of USVs.
Similar ideas can be found in [25,26].

To make the proposed control algorithms more robust, the sliding mode control is
used as a basis of the control algorithms. Sliding mode control (SMC) has been widely
studied in recent years because of its insensitivity to system parameters and strong ro-
bustness. To eliminate the static error of SMC, the integral term is introduced into sliding
mode surface [27]. To speed up the convergence speed of system errors, terminal sliding
mode control (TSMC) and nonsingular terminal sliding mode control (NTSMC) have been
proposed. A fast terminal sliding mode algorithm is adopted to the position control and
attitude control of the quadrotor. The tanh function is adopted in the sliding mode surface
to further speed up the controllers, but the controller is complex [28]. A fast-nonsingular
terminal sliding mode control (FNTSMC) has been proposed for autonomous underwater
vehicles, and the external disturbances and disturbances caused by uncertain parameters
were obtained by the observer [29]. In addition, adaptive sliding mode control (ASMC) is
also a common control method to control USVs and quadrotor UAVs [30,31].

Some conventional strategies have been used in the literature to achieve a better
robustness. For example, a filtered observer-based IDA-PBC was proposed in [32], which
could reduce the influence caused by the sensor measure noises and the quadrotor states
uncertain. In [33], a simple and robust controller was developed that had no observer
or adaptive law. For the sake of better robustness and the constrains on system states,
there are numerous comprehensive control algorithms that have been proposed such as
the controller, which combines the NTSMC with BC, and can adaptively adjust the gain of
the sliding mode, thus improving the robustness of the controller [34]. In [35], a composite
time-varying tanh-type barrier Lyapunov function was designed, and the uncertainties and
external disturbances in the attitude control of quadrotor were solved by the adaptive law.
However, the controller is complicated. The controllers proposed in [34,35] had similar
ideas in the proof of state error convergence. In [36], the ISMC was adopted and the
constraints on system state were considered. The control methods combining SMC with BC
can be found in [37,38]. Besides, the comprehensive control algorithms, such as combining
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fuzzy control with BC [39] and MPC based on barrier Lyapunov function [40] are both
known as effective state-constrained control methods.

Through the discussion of the control methods above and inspired by [34,35],
a nonsingular terminal sliding mode asymmetric barrier control (NTSMABC) algorithm
is proposed to constrain the pitch angle and roll angle of CDR when the robot flies on the
water surface. Enlightened by reference [36], an adaptive integral sliding mode barrier
control (AISMBC)was applied to constrain the yaw angular velocity of the robot. The main
contributions of this paper are as follows:

1. A CDR that can work in three environments is designed. The dynamic model for the
CDR flying on the water surface is presented;

2. Based on the traditional BC [16], a nonsingular terminal sliding mode asymmetric
barrier control (NTSMABC) algorithm is proposed to constrain the pitch angle and
roll angle of CDR on the water surface. Since the robot has an asymmetric structure
which is similar with a small USV, the roll angle is controlled by NTSMBC, but the
pitch angle is controlled by NTSMABC. To handle the lumped disturbance including
uncertain model parameters and time-vary external disturbances, a RBFNN is adopted
to compensate for the controller. Moreover, an adaptive law of neural network weight
is designed with the Lyapunov function. The proposed method combines NTSMC
with BC, which improves the convergence speed of the state errors and robustness;

3. Inspired by references [35,36], an adaptive integral sliding mode barrier control
(AISMBC) is proposed to constrain the yaw angular velocity. The sliding mode
surface we designed only includes the angular velocity state error, and the gain of
sliding mode is adaptively adjusted according to the difference between the actual
state and the barrier value. RBFNN is also designed to obtain the uncertain lump
disturbance. The weights of the neural network are adjusted by the adaptive rate.

This paper is organized as follows. In Section 2, preliminary works and a brief
introduction of the CDR are given. In Section 3, the NTSMABC and the AISMBC are
introduced, and detailed proofs of convergence are presented. The simulation results of the
robot flying on the water surface are provided in Section 4 to verify the effectiveness of our
control methods. Section 5 concludes our work and introduces further work.

2. Preliminary Work and the Mathematic Model
2.1. The Introduction of the Cross-Domain Robot

This part introduces the structure of the robot when flying on the water surface. The
robot can be roughly considered as a combination of the WMR with the quadrotor. The
structure of the CDR is shown in Figure 1.
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Figure 1. The structure and movement mode of the CDR. (a) The structure of the CDR. (b) The 
robot flying on the water surface. (c) The robot yaw angle control on the water surface. 

Figure 1a shows the structure of the robot. The paddles are integrated with the 
wheels to give the robot extra power when moving on the water surface. The robot flying 

Figure 1. The structure and movement mode of the CDR. (a) The structure of the CDR. (b) The robot
flying on the water surface. (c) The robot yaw angle control on the water surface.

Figure 1a shows the structure of the robot. The paddles are integrated with the wheels
to give the robot extra power when moving on the water surface. The robot flying on
the water surface is shown in Figure 1b. The propulsion is generated by the component
of the rotor lift force. This is because the shell of the robot is similar to a boat-type.
When the robot moves backward, it is subjected to greater water resistance. To ensure
the safety of the robot moving on the water, the structure of the robot is not completely
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symmetrical. Therefore, the pitch angle of the robot is constrained asymmetrically. Besides,
this constrained condition can prevent the robot from moving backward. The roll angle can
be constrained symmetrically. The robot yaw angle is controlled by the paddles as shown
in Figure 1c. The robot flying on the water surface is shown in Figure 2.
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Figure 2. The robot flying on the water surface. (a,b) The robot controls the yaw angle. (c–g) The robot
flying on the water surface by controlling the attitude angle. (h) The robot reaches the target position.

2.2. Dynamic Model of the Cross-Domain Robot

In this paper, we focus on the control algorithm of a robot flying on the water surface.
Therefore, only the dynamic model of the robot flying on the water surface is shown. Some
assumptions are proposed before the mathematical model of the robot moving on the water
surface is established.

Assumption 1. The robot is a rigid body, its mass distribution is homogeneous, and the shape
structure is a port/starboard symmetric.

Assumption 2. The center of gravity of the robot body coincides with the geometric center.

Assumption 3. The total lift provided by the rotors is smaller than the gravity of the robot.

Assumption 4. The power generated by the rotors and paddles satisfies the requirement of
the robot.

Based on our previous work [41], the WMR mathematical model [25], and the mathe-
matical model of the quadrotor [35], the dynamic model of the CDR in a coordinate frame
is shown in Figure 3.
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As shown in Figure 3, E(O, X, Y, Z) is the earth coordinate frame. b(o, x, y, z) is the
body coordinate frame. The robot position on the water surface is defined as
ξ =

[
x y z

]T . The attitude angle of robot in the earth coordinate frame is defined

as Φ =
[
φ θ ψ

]T , which represents the roll angle, pitch angle, and yaw angle, respec-

tively. The angular velocity in the body coordinate frame is defined as Ω =
[
p q r

]T .

When the attitude satisfies the small angle assumption,
.

Φ = Ω. The dynamic model of the
CDR on the water surface can be expressed as follows:

..
x = [u1(cφsθcψ + sφsψ)− δdx(x)]/m
..
y =

[
u1(cφsθsψ− sφcψ)− δdy(y)

]
/m

..
z =

(
u1cφcθ − ∆Ff

)
/m

..
φ =

[
lu2 + (m22 −m33)

.
θ

.
ψ− δdφ(φ) + dφ

]
/Ix

..
θ =

[
lu3 + (m33 −m11)

.
φ

.
ψ− δdθ(θ) + dθ

]
/Iy

..
ψ =

[
u4 + (m11 −m22)

.
θ

.
φ− δdψ(ψ) + dψ

]
/m33

(1)

where ui(i = 1, 2, 3, 4) is the control inputs for attitude control and altitude control. m is
the mass of CDR, δdi(i = x, y, φ, θ, ψ) is the water resistance. di(i = φ, θ, ψ) is the random
external disturbances. ∆Ff = Fb −mg, Fb is the buoyancy of the robot on the water surface,
and g is the acceleration of gravity. ∆Ff is the buoyancy change caused by the waterline of
the robot. When the robot is in a stable state, ∆Ff = 0. m11, m22, m33 are inertia parameters,
where m11 = Ix − X ..

x, m22 = Iy − Y..
y, m33 = Iz − N ..

ψ
. X ..

x, Y..
y, N ..

ψ
are external inertia

moment parameters caused by the water. Ii(i = x, y, z) is the inertia moment. l represents
the distance from the rotor to the geometric center of the robot. The robot power conversion
matrix is shown in Formula (2):


u1
u2
u3
u4

 =


CT CT CT CT 0 0
CT −CT −CT CT 0 0
CT CT −CT −CT 0 0
0 0 0 0 CR/b −CR/b




ω2
1

ω2
2

ω2
3

ω2
4

ωl
ωr

 (2)

where ωi(i = 1, 2, 3, 4) represents the rotation speed of the four rotors, CT is the rotor
lift coefficient, and CR is a parameter for converting the displacement of the paddle into
traction force. ωl and ωr are the rotation speeds of the left wheel and the right wheel,
respectively. b is the distance between the two wheels. According to Assumption 4, we
have not discussed the mathematical model of converting the speed of motors into tractive
force in this paper.

2.3. Motivation and Problem Statement

When the quadrotor flies in the air, the lift needs to overcome the gravity of the robot.
However, when the robot flies on the water surface, buoyancy can provide an additional
support force to counteract gravity, which reduces the energy consumption of the robot. To
speed up the robot moving on the water surface, the component of the rotor lift is used to
provide the traction. The energy consumption of the robot is further reduced by using the
paddles to control the yaw angle. However, the CDR flying on the water surface has the
following problems:

1. When the CDR flies on the water surface, the large attitude angle leads to the water
flooding into the cabin or even overturning. Therefore, it is necessary to constrain
the attitude angle of the robot. The left and right sides of the robot structure are
symmetrical, and a small roll angle can help balance the robot. Thus, the roll angle is
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constrained symmetrically. The pitch angle is constrained asymmetrically because the
front and rear structures of the robot are asymmetric;

2. When the yaw angular velocity reaches the maximum, even if the motor speed
continues to increase, the yaw angular velocity cannot be increased. In addition,
a large yaw angular velocity causes the robot roll over. Therefore, the yaw angular
velocity is controlled by ISMBC algorithm, directly;

3. There are uncertain parameters and coupling in the dynamic model of the robot
attitude. Besides, the attitude of the robot is influenced by the unknown and time-
varying water resistance, wind, and current. Thus, the RBFNN is designed for the
uncertain lumped disturbances.

Before designing the controllers, we introduced four lemmas to prove the convergence
of the controllers in the next part.

Lemma 1 [21–23]. The lumped uncertain disturbance can be expressed as:
η(x) = wTh + ε, w is the neural network weight matrix, h is the output of neurons, h = [hi]

is the output of the ith neuron in the hidden layer, hi = exp
(
− ‖xi−ci‖2

2b2
i

)
. x is the input

vector, ci is the coordinate vector of the center point of the ith neuron Gaussian function in
the hidden layer, and bi is the width of the ith neuron Gaussian function. ε is a minimal
positive constant. The weight of the RBFNN is:

w =
[
ω1 · · · ωm

]T

The output of the RBFNN is y(t) = wTh = ω1h1 + ω2h2 · · ·+ ωihi + · · ·+ ωmhm.
For a continuous function η(x) and a minimal positive constant ε, there is an ideal weight

vector w∗, which makes RBFNN approximate η(x) and satisfies max‖η(x)− η̂∗(x)‖ ≤ ε,

where w∗= arg min
θ∈β(Mθ)

{
sup

x∈ϕ(Mx)

‖η(x)− η̂∗(x)‖
}

. The approximation error can be ex-

pressed as ε0 = η(x)− η̂∗(x), and ε0 has an upper bound ε.
Lemma 2 [34]. Let v be any constant such that |v| < 1. Then, the following inequality

is satisfied.

− v2

1− v2 ≤ − log
(

1
1− v2

)
Lemma 3 [34]. Let v be any constant such that |v| < 1. Then, the following inequality holds:

− 1
v
≤ − 1(

log
(

1
1−v2

)) 1
2

The proof of Lemma 2 and Lemma 3 can be found in the Appendix with the
reference [34].

Lemma 4 [28]. Consider the system x = f (x, u). Suppose V(x) is a C1 smooth positive
definite function, scalars β1, β2 > 0, 0 < p < 1 and 0 < δ < 1 such that:

V(x) ≤ −β1V(x)− β2Vp(x) + δ

Then the system x = f (x, u) is semi-globally practical finite-time stable (SGPFS).

3. The Design of the CDR Attitude Controllers

According to the problems mentioned in the last section, the robot attitude needs
to be constrained when flying on the water surface. The roll angle is constrained within
a small angle around 0◦, which helps to balance the robot body. The pitch angle needs
to be constrained between 5◦ and −15◦ according to the fourth, fifth, and sixth lines of
Formula (1). The attitude control can be regarded as a second-order single input single
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output (SISO) nonlinear system. To prevent the loss of generality, we adopted a general
mathematical model when designing the controllers.

3.1. Non-Singular Terminal Sliding Mode Asymmetric Barrier Control (NTSMABC)

The second-order nonlinear SISO system with uncertain disturbance is shown in
Formula (3): 

.
x1 = x2.
x2 = f (x) + g(x)u + δ(x)
y = x1

(3)

where x =
[
x1 x2

]T , x1 and x2 are the system states, f (x) and g(x) are smooth functions,
δ(x) is the external disturbance about the system state, u is the control input, and y is
the control output. f (x) can be divided into the certain part and the uncertain part. The
uncertain part of the system and the extern disturbance can be regarded as the uncertain
lumped disturbance. Thus, the system model can be rewritten as:

.
x1 = x2.
x2 = f0(x) + g(x)u + η(x)
y = x1

(4)

where f0(x) is a system certain term and η(x) is a lumped uncertain disturbance. Define
the positive constants Y0, Y0. The system state x1 is satisfied −Y0 ≤ x1 ≤ Y0. A0 is
the maximum value of the x1, and A0 satisfies max

{
Y0, Y0

}
≤ A0 ≤ kc1, kc1 is the con-

straint boundary of the system output, |yd| ≤ kc1. Define ka1 = kc1 − Y0, kb1 = kc1 − Y0,
z1 = yd − x1 and z1 is satisfied −ka1 < z1 < kb1. If kb1 = ka1 = kc1 − A0, z1 is satisfied
−kb1 < z1 < kb1, it is the symmetric barrier. The detailed introduction of barrier control
can be found in [16].

Define z2 = α1 − x2, where α1 is a virtual control variable. Then the Lyaunov function
V1(z1) is as follows:

V1(z1) =
1
2

q(z1) log
k2

b1
k2

b1 − z2
1
+

1
2
(1− q(z1)) log

k2
a1

k2
a1 − z2

1
(5)

where q(z1) =

{
0 , 0 < z1 < kb1

1 ,−ka1 < z1 ≤ 0
.

V1(z1) takes the derivative of time t, which yields:

.
V1(z1) = q(z1)

k2
b1

k2
b1 − z2

1
z1

.
z1 + (1− q(z1))

k2
a1

k2
a1 − z2

1
z1

.
z1 (6)

Since x2 = α1 − z2,
.
z1 =

.
yd − x2 =

.
yd − α1 + z2, the virtual state is defined as

α1 = k1z1 +
.
yd. where k1 is a positive constant. Substituting

.
z1 and α1 into Formula (6) obtains:

.
V1(z1) = −k1k2

b1

(
q(z1)

k2
b1 − z2

1
+

(1− q(z1))

k2
a1 − z2

1

)
z2

1 + k2
b1

(
q(z1)

k2
b1 − z2

1
+

1− q(z1)

k2
a1 − z2

1

)
z1z2 (7)

The non-singular terminal sliding surface is S = z2 +
1
β z1

p
q ,

.
S =

.
z2 +

p
βq z1

p
q−1 .

z1. The

sliding mode approach law is designed as
.
S = k2S + k3|S|

1
2 sign(s).

The Lyapunov function V2 is defined as:

V2 = V1 +
1
2

S2 (8)
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The Formula (8) takes the derivative of time t and substitutes it into Formula (7) and
.
S

obtains:
.

V2 =
.

V1 + S
.
S

= −k1k2
b1Q(z1)z2

1 + k2
b1Q(z1)z1z2 + S

( .
z2 +

p
βq z1

p
q−1 .

z1

)
= −k1k2

b1Q(z1)z2
1 + k2

b1Q(z1)z1z2 + S
( .

α1 −
.
x2 +

p
βq z1

p
q−1 .

z1

)
= −k1k2

b1Q(z1)z2
1 + k2

b1Q(z1)z1z2 + S
( .

α1 − f0(x)− g(x)u− η(x) + p
βq z1

p
q−1 .

z1

) (9)

where Q(z1) =
q(z1)

k2
b1−z2

1
+ (1−q(z1))

k2
a1−z2

1
.

Define
.
α1 − f0(x)− g(x)u− η(x) + p

βq z1
p
q−1 .

z1 = k2S + k3|S|
1
2 sign(s).

When the lumped disturbance is known, the controller can be designed as:

u =
1

g(x)

[
− f0(x)− η(x) +

.
α1 +

p
βq

z1
p
q−1 .

z1 + k2
b1Q(z1)z1 + k2S + k3|S|

1
2 sign(s)

]
(10)

where β, k2, k3 are positive constants, p/q = 2 ∗ n− 1, n = 1, 2, 3 · · · and p 6= q. In the
controller (10), the functions g(x) and f0(x) are known. However, the lumped disturbance
caused by external disturbances and uncertain parameters is unknown; therefore, the
controller designed by Formula (10) cannot control the system.

Therefore, the RBFNN is designed to approximate the lumped disturbance in
Formula (4). The definition is η

(
x) =ε0 + η̂∗

(
x) =ε0 + w∗Th , w̃ = ŵ − w∗, w∗ is the

optimal weight, ŵ is an estimate of w∗, and w∗ is constant, so
.

w̃ =
.

ŵ.
Define the Lyapunov function V3:

V3 = V1 +
1
2

S2 +
1
2

tr(w̃TΓ−1w̃) (11)

Γ is a positive definite matrix, Formula (12) can be obtained by V3 taking the derivative
of time t.

V3 =
.

V1 + S
.
S + w̃TΓ−1

.
ŵ (12)

Substituting η
(

x) =ε0 + w∗Th into Formula (12):

.
V3 =

.
V1 + S

.
S + w̃TΓ−1

.
ŵ

= −k1k2
b1Q(z1)z2

1 + k2
b1Q(z1)z1z2 + S

( .
α1 − f0(x)− g(x)u− wT∗h− ε0 +

p
βq z1

p
q−1 .

z1

)
+ w̃TΓ−1

.
ŵ

(13)

The controller is designed as:

u =
1

g(x)

[
− f0(x)− ŵTh +

.
α1 +

p
βq

z1
p
q−1 .

z1 + k2
b1Q(z1)z1 + k2S + k3|S|

1
2 sign(s)

]
(14)

Substituting Formula (14) into Formula (13) can obtain:

.
V3 = −k1z2

1 −
1
β

(
q(z1)

k2
b1 − z2

1
+

1− q(z1)

k2
a1 − z2

1

)
zP/q+1

1 + w̃T(Sh + Γ−1
.

ŵ)− k2S2 − S(ε0 + k3|S|
1
2 sign(s)) (15)

The adaptive law of the RBFNN weight is designed as:

.
ŵ = −ΓSh (16)

Substituting Formula (16) into Formula (15) can obtain:

.
V3 = −k1k2

b1Q(z1)z2
1 −

1
β

k2
b1Q(z1)z

P/q+1
1 − k2S2 − S(ε0 + k3|S|

1
2 sign(S)) (17)
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When q(z1)= 1

.
V3 = −k1

k2
b1

k2
b1 − z2

1
z2

1 −
1
β

k2
b1

k2
b1 − z2

1
zP/q+1

1 − k2S2 − Sε0 − k3|S|
1
2 Ssign(S)

Because p/q + 1 = 2n, n = 1, 2, 3 · · · , z2
1 < k2

b1, |ε0| ≤ ε, ε is a minimal normal constant.

When S > 0, ε0 > 0,
.

V3 ≤ 0. When ε0 > 0, S < 0, a parameter always exists, k3, which
satisfies k3|S|

3
2 > |S|ε, so

.
V3 < 0. When S > 0, ε0 < 0, parameter k3 always exists, which

satisfies k3|S|
3
2 > |S|ε, so

.
V3 < 0. When S < 0, ε0 < 0,

.
V3 ≤ 0.

When q(z1) = 0

.
V3 = −k1

k2
b1

k2
a1 − z2

1
z2

1 −
1
β

k2
b1

k2
a1 − z2

1
zP/q+1

1 − k2S2 − Sε0 − k3|S|
1
2 Ssign(S)

Because z2
1 < k2

a1, when S > 0, ε0 > 0,
.

V3 ≤ 0. When S < 0, ε0 > 0, parameter k3

always exists, which stratifies k3|S|
3
2 > |S|ε,

.
V3 < 0. When S > 0, ε0 < 0, parameter k3

always exists, which satisfies k3|S|
3
2 > |S|ε. When S > 0, ε0 > 0,

.
V3 ≤ 0.

V3 is a continuous and derivable function. V3 ≥ 0 and only at point zero V3= 0.
Because

.
V3 ≤ 0, z1,

.
z1, S,

.
S are uniformly bounded, thus,

..
V3 is bounded. According to

Barbalat’s lemma, when t→ ∞ , V3 → 0 ,
.

V3 → 0 , so that the state errors converge.
The proposed algorithm combines barrier control with NTSMC. Compared with the

NTSMC, the proposed algorithm adds the term that can constrain the system state. The
algorithm inherits the robustness of NTSMC. The convergence speed of the state errors is
improved, because the exponential term is introduced into the sliding mode surface.

3.2. Adaptive Integral Sliding Mode Barrier Control

The yaw angle does not need to be constrained, but the yaw angular velocity needs
to be constrained. To make the controller more robust, we combined ISMC with BC and
designed an adaptive law for the sliding mode surface.

The second-order nonlinear SISO control system with uncertain disturbance is shown
in Formula (4): 

.
x1 = x2.
x2 = f0(x) + g(x)u + η(x)
y1 = x1

where η(x) is the uncertain lumped disturbance. The RBFNN is used to approximate η(x),
η
(

x) =ε0 + w∗Th . Definition w̃ = ŵ− w∗, w∗ is the optimal weight, ŵ is the estimation

of w∗, w∗ is a constant,
.

w̃ =
.

ŵ. ε0 is the approximation residual of the RBFNN. Thus, the
second line of Formula (4) can be rewritten as:

.
x2 = f0(x) + g(x)u + wT∗h + ε0 (18)

where, x1, x2, yd,
.
yd are derivable and continuous. When designing the controller, the

system is divided into two parts, which are the outer loop and the inner loop. For the outer
loop control, define z1 = yd − x1, S1 = z1 + λ1

∫
z1dt,

.
S1 =

( .
yd − x2d

)
+ λ1z1, where λ1 is

a positive constant.:
x2d = k4S1 + λ1z1 +

.
yd + k5sign(S1) (19)

where x2d is the control input of the outer loop, where k4, k5 are positive constants. Define
the Lyapunov function V4 = 1

2 S2
1, V4 takes the derivative of time t and substitutes it to x2d

which yields:

.
V4 = S1

.
S1 = S1

( .
yd − x2d + λ1z1

)
= −k4S2

1 − k5|S1| ≤ 0 (20)
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Therefore, t→ ∞ , z1 → 0 . For the inner loop control, define z2 = x2d − x2,
the integral sliding surface S2 = z2 + λ2

∫
zp/q

2 dτ, where λ2 is a positive constant,
p/q = 2 ∗ n − 1, n = 1, 2, 3 · · · . Because z2 is bounded, if the system state error con-
verges in finite time,

∫
zp/q

2 dτ is bounded, so |S2| ≤ ksh, ksh is a positive constant which is
the upper limit of the sliding surface. Define the control law u = 1

g(x) (u1 + u2). The control
law consists of two parts which will be designed below.

Define the virtual variable ξ = S2/ksh,
.
ξ =

.
S2/ksh. The Lyapunov function V5 is

V5 =
1
2

log
(

1
1− ξ2

)
+

1
2

tr
(

w̃TΓ−1w̃
)

(21)

where Γ is a positive definite matrix. Formula (21) takes the derivative of time t as:

.
V5 =

ξ
.
ξ

1− ξ2 +
1
2

w̃TΓ−1
.

w̃ (22)

Substituting Formula (18) into Formula (22) can obtain:

.
V5 =

ξ

ksh(1− ξ2)

( ..
yd − f0(x)− g(x)u− w∗Th− ε0 + λ2zp/q

2

)
+

1
2

w̃TΓ−1
.

w̃ (23)

The definition of the control law is:

u1 =
1

g(x)

(
− f0(x) +

..
yd + k6S + λ2zp/q

2 + ŵTh
)

, u2 =
k7

g(x)
sign(S) (24)

where k6 is a positive constant and k7 changes with the system state error to prevent
the system state exceeds the constraint boundary. Substituting u1, u2 into Formula (23)
can obtain:

.
V5 = ξ

ksh(1−ξ2)

(
−k6S + w̃Th− ε0 − k7sign(S)

)
+ w̃TΓ−1

.
ŵ

= − k6ξ2

1−ξ2 −
ξsign(S)

ksh(1−ξ2)
k7 + w̃T

(
Γ−1

.
ŵ + ξ

ksh(1−ξ2)
h
)
− ξε0

ksh(1−ξ2)

(25)

The adaptive law of the RBFNN weight is designed as follows:

.
ŵ = −Γ

ξ

ksh(1− ξ2)
h (26)

Substituting Formula (26) into Formula (25) can obtain:

.
V5 = − k6ξ2

1− ξ2 −
ξsign(S)

ksh(1− ξ2)
k7 − εξ (27)

where εξ = ξε0
ksh(1−ξ2)

, when z2 → 0 , εξ → 0 .

sign(S) = S
|S| ≤

S
|ksh ||ξ|

, −sign(S) ≤ − S
|ksh ||ξ|

, rewrite Formula (27) to obtain:

.
V5 ≤ − k6ξ2

1−ξ2 − ξ
ksh(1−ξ2)

S
|ksh ||ξ|

k7 − εξ

= − k6ξ2

1−ξ2 − ξ
ksh(1−ξ2)

ξksh
|ksh ||ξ|

k7 − εξ

= − k6ξ2

1−ξ2 − k7ξ2

ksh(1−ξ2)|ξ| − εξ

(28)

Because − k7ξ2

ksh(1−ξ2)|ξ| ≤ −
ξ2

ksh(1−ξ2)
k7(1−|ξ|)
|ξ| = − |ξ|

ksh(1−ξ2)
k7(1− |ξ|).
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Rewrite Formula (28) to obtain:

.
V5 ≤ −

k6ξ2

1− ξ2 −
|ξ|

ksh(1− ξ2)
(1− |ξ|)k7 +

∣∣εξ

∣∣ (29)

Definition k7 = 1
1−|ξ|

(
|S|
|ξ| k8

)
, where k8 is a positive constant. Substitute it into (29)

which gives:
.

V5 ≤ −
k4ξ2

1− ξ2 −
k5ξ2

1− ξ2
1
|ξ| +

∣∣εξ

∣∣ (30)

According to the Lemmas 2 and 3, Formula (30) satisfies:

.
V5 ≤ −k1V5 − k3V5V−

1
2

5 +
∣∣εξ

∣∣ = −k1V5 − k3V
1
2

5 +
∣∣εξ

∣∣ (31)

According to the Lemma 4, the system is SGPFS, so the system state errors can converge
in the finite time.

Compared with the traditional ISMC, the AISMBC can adaptively adjust the gain
of the sliding mode based on the error of the actual state and boundary. Therefore, the
system state is constrained, and the influence of the lump disturbance on the system can
be suppressed by increasing the gain of the sliding mode. Thus, the robustness of the
controller is improved.

4. Simulation Results and Discussion
4.1. Design for the Controllers for CDR Flying on the Water Surface

To ensure the safety of the robot flying on the water surface, the roll angle and pitch
angle need to satisfy ϕ ∈

[
−12◦ 12◦

]
and θ ∈

[
−15◦ 5◦

]
. The yaw angular velocity of

the robot needs to satisfy r ∈
[
−0.3 rad/s 0.3 rad/s

]
.

According to Formula (14), the pitch angle controller and roll angle controller are
designed as:

uφ = Ix
l

[
−ŵT

φhφ +
.
αφ + p

βq zφ

p
q−1 .

zφ +
k2

bφq(zφ)

k2
bφ−z2

φ
zφ + k2φSφ + k3φ

∣∣Sφ

∣∣ 1
2 sign(Sφ)

]
uθ =

Iy
l

[
−ŵT

θhθ +
.
αθ +

p
βq zθ

p
q−1 .

zθ +

(
k2

bθ q(zθ)

k2
bθ−z2

θ

+
k2

aθ(1−q(zθ))

k2
aθ−z2

θ

)
zθ + k2θSθ + k3θ |Sθ |

1
2 sign(Sθ)

] (32)

NTSMBC is used to control the roll angle and the pitch angle. Si = z2i +
1
β z1i

p
q , (i = φ, θ),

z1i is the angle error between the desired angle and the actual angle. The structure of the
RBFNN for the roll angle and pitch angle is shown in Figure 4:
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The input layer of the neural network includes two inputs: the angle error and angular
velocity error. The output of the neural network is the uncertain lumped disturbance. The
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hidden layer consists of seven neurons. The central vector matrix of the Gaussian function
of neurons is

C =

[
−0.4 −0.2 −0.1 0 0.1 0.2 0.4
−0.4 −0.2 −0.1 0 0.1 0.2 0.4

]
, the base width of the Gaussian function

is designed as b = 0.1. According to Formula (16), the adaptive law of the RBFNN weight
is designed as:

.
ŵi = −ΓiSihi(i = φ, ϕ) (33)

AISMBC is adopted in the yaw angular velocity control. Based on Formula (22), the
controller is designed as follows:

ur =
1
Iz

( ..
ψd + k4Sr + λzp/q

r + wT
r hr + k5sign(Sr)

)
(34)

where Sr = zr + λ
∫

zp/q
r dτ, zr is the yaw angular velocity error. The controller parameters

were discussed in the Section 3. The structure of the yaw angular velocity neural network
is shown in Figure 5.
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Figure 5. The RBFNN for the uncertain lumped disturbance of the yaw angular controller.

The input layer of the RBFNN only has the yaw angular velocity error, and
the output of the neural network is the lump disturbance. The hidden layer includes
seven neurons. The center vector matrix of the Gaussian function of neurons is
C =

[
−0.4 −0.2 −0.1 0 0.1 0.2 0.4

]
and the base width of the Gaussian function

is b = 0.2.
According to Formula (24), the weight update law of the RBFNN can be designed as:

.
ŵr = −Γr

ξ

ksh(1− ξ2)
hr (35)

4.2. Simulation Results of the CDR Flying on Water Surface

To verify the effectiveness of our proposed algorithm, the NTSMABC was adapted
to the pitch angle control and the roll angle control. The control results were compared
with PID control, BLC, and NTSMC, respectively. For the yaw angular velocity control,
AISMBC was adapted. The control results were compared with ISMC and PID control. At
last, NTSMABC and AISMBC were used to control the CDR to track the desired circular
trajectory. The control block diagram of the robot flying on the water surface is shown
in Figure 6.
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4.2.1. The Roll Angle Control of the CDR 
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Figure 6. The control block diagram of the robot flying on the water surface.

4.2.1. The Roll Angle Control of the CDR

The parameters of the roll angle controllers are shown in Table 1.

Table 1. Parameters of the CDR roll angle controllers.

Controller Parameter Value

PID
k1 1

k2, I2 5, 0.5

NTSMC
k1 1

k2, k3, β, index 5, 1.5, 2,3

BLC
k1 1

k2, kb 5, 0.035

NTSMBC
k1 1

k2, k3, β, index, kb 5, 1.5, 2, 3, 0.035
The first row of the controller parameters shows the angle controller parameters, the second row of controller
parameters shows the angular velocity controller parameters. The parameters of the RNFNN have been presented
in the previous part. The index is the parameter of the exponential term in the controller.

The desired roll angle was designed as ϕd = 0.1745 ∗ sin(0.5t), when there are no
uncertain model parameters and external disturbances in the dynamic model of the roll
angle. The control results of the roll angle are shown in Figure 7.
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Figure 7. The roll angle control. (a) The roll angle control results of the four control methods
without the random lumped disturbance. (b) The roll angle control errors without the random
lumped disturbance.

As shown in Figure 7a, the robot could track the desired roll angle when the four
control methods were adopted, and the roll angle did not exceed the safety boundary of
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0.2094 rad (12◦). As shown in Figure 7b, BLC had some oscillation and needed to be over
15 s to be in a stable state (the purple line). For the NTSMBC without RBFNN, the maximum
tracking error was about 0.03 rad, and the error convergence time was about 8 s, which was
longer than NTSMBC with RBFNN. When there was no uncertain disturbance, the control
results of NTSMC (orange line) were the best without oscillation and tracking errors, but
the proposed method had the fastest convergence speed.

To simulate the influence of water resistance, wind disturbance, and current on the
robot flying on the water surface, the random disturbance with a mean value of 1 and
variance of 0.1 was applied to the robot roll angular acceleration. The control results are
shown in Figure 8.
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Figure 8. The roll angle control in the presence of the random lumped disturbance. (a) The roll angle
control results of the four control methods with random lumped disturbance. (b) The roll angle
control errors with the random lumped disturbance. (c) Local magnification.

As shown in Figure 8, the PID controller oscillated in a large range and could not
track the desired angle. NTSMC (orange line) had a static error of about 0.1 rad, but the
maximum tracking error was less than PID, which was because NTSMC had a strong
robustness. These two control methods exceeded the safety boundary 0.2094 rad (12◦).
The BLC (purple line) ensured that the roll angle was less than the safety boundary, but it
oscillated for a long time. The proposed NTSMBC ensured the roll angle was smaller than
the safety boundary, and the oscillation was smaller and the convergence speed was faster
than BLC. As shown in Figure 8c, when the control output of NTSMBC was compensated
by RBFNN (red line), the maximum tracking error was 0.02 rad, and the error converged
at 2.5 s. NTSMBC inherited the robustness of NTSMC. When there was an uncertain
lumped disturbance, it could follow the desired roll angle even without the compensation
of RBFNN.

The roll angle RBFNN outputs are shown in Figure 9.
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4.2.2. The Pitch Angle Control of the CDR

The parameters of the pitch angle controller are shown in Table 2.

Table 2. Parameters of the pitch angle controllers.

Controller Parameter Value

PID
k1 1

k2, I2 5, 0.5

NTSMC
k1 1

k2, k3, β, index 5, 1.5, 2,3

BLC
k1 1

k2, ka, kb 5, 0.035, 0.054

NTSMBC
k1 1

k2, k3, β, index, ka, kb 5, 1.5, 2, 3, 0.035, 0.054
It should be noted that, because the dynamic model of the pitch angle and the roll angle are similar, the same
control parameters were selected. The difference is that the pitch angle adopted asymmetric constraint boundaries
ka and kb.

The NTSMABC was used to control the pitch angle. The upper boundary of the pitch
angle was 0.0873 rad (5◦) and the lower boundary was −0.2618 rad (−15◦). The desired
pitch angle was designed as θd = 0.1396 ∗ sin(0.5t)− 0.0873. The initial pitch angle was set
to −5◦.

When there were no uncertain model parameters and external disturbances in the
dynamic model of the pitch angle, the results of the pitch control are shown in Figure 10.
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As shown in Figure 10a, the results of the four control methods did not exceed the
safety boundary of 0.0873 rad (5◦) and −0.2618 rad (−15◦). As shown in Figure 10b, the
convergence time of the BLC was longer than other methods (pink line). PID control (green
line) had a tracking error about 0.01 rad. The convergence speed of NTSMBC was faster
than the BLC and the convergence time of error was about 7 s. When RBFNN compensated
for the NTSMBC output, the convergence speed of NTSMBC was faster than NTSMBC,
which required about 3 s. The results of the pitch control were similar to the roll angle
control results.

The robot pitch angular acceleration was subjected to a random disturbance with
a mean value of −1 and a variance of 0.1, which was to simulate the uncertain water
resistance, wind disturbance, and current. The control results are shown in Figure 11.

Aerospace 2022, 9, x FOR PEER REVIEW 17 of 28 
 

 

 

  

(a) (b) 

Figure 10. The pitch angle control. (a) The pitch angle control results of the four control methods 
without the random lumped disturbance. (b) The pitch angle control errors without the random 
lumped disturbance. 

As shown in Figure 10a, the results of the four control methods did not exceed the 
safety boundary of 0.0873 rad (5°) and −0.2618 rad (−15°). As shown in Figure 10b, the 
convergence time of the BLC was longer than other methods (pink line). PID control 
(green line) had a tracking error about 0.01 rad. The convergence speed of NTSMBC was 
faster than the BLC and the convergence time of error was about 7 s. When RBFNN com-
pensated for the NTSMBC output, the convergence speed of NTSMBC was faster than 
NTSMBC, which required about 3 s. The results of the pitch control were similar to the 
roll angle control results. 

The robot pitch angular acceleration was subjected to a random disturbance with a 
mean value of −1 and a variance of 0.1, which was to simulate the uncertain water re-
sistance, wind disturbance, and current. The control results are shown in Figure 11. 

  

(a) (b) 

 

(c) 

Figure 11. The pitch angle control in presence of the random lumped disturbance. (a) The pitch 
angle control results of the four control methods with random lumped disturbance. (b) The pitch 
angle control error with random lumped disturbance. (c) Local magnification. 

Figure 11. The pitch angle control in presence of the random lumped disturbance. (a) The pitch angle
control results of the four control methods with random lumped disturbance. (b) The pitch angle
control error with random lumped disturbance. (c) Local magnification.

As shown in Figure 11a, the PID controller had a large oscillation, and the maximum
tracking error was about 0.18 rad. NTSMC had about a 0.1 rad static error. The pitch
angle exceeded the lower limit of the safety boundary −0.2618 rad (−15◦) when the robot
adopted the PID control and NTSMC. BLC (purple line) could control the pitch angle in the
safe range. However, it oscillated for a long time. NTSMBC ensured that the pitch angle
was smaller than the safety boundary. The oscillation was smaller than PID and NTSMC
and the convergence speed was faster than PID and NTSMC. As shown in Figure 11c, when
the control output of NTSMBC was compensated by RBFNN (red line), the maximum
tracking error was 0.02 rad, and the time of error convergence was about 2.5 s.

The output of the pitch angle RBFNN is shown in Figure 12:
When using the NTSMBC algorithm and the BLC algorithm to control the pitch angle

and roll angle, the control results oscillated. The reason was the boundary was too strict. In
fact, it is not necessary to set the constraint boundary completely according to the actual
limitation. The suitable boundary parameters ka and kb can be selected to achieve the
purpose of constraint robot attitude. When controlling the roll angle, set the relaxation
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boundary kb = 0.15. Moreover, the random lumped disturbance with a mean value of −1
and variance of 0.1 was applied to the robot roll angular acceleration. The control results
are shown in Figure 13.
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With the relaxed boundary, the roll angle control oscillation decreased. However, the
static error of BLC (purple line) and NTSMBC (blue line) was about 0.02 rad, as shown
in Figure 13c. This was because the boundary was too loose, while BLC exceeded the
set safety boundary, and NTSMBC was close to the set safety boundary. NTSMBC with
RBFNN compensation (red line) could follow the desired angle and had a fast convergence
speed and no static error or oscillation. Compared with the roll angle control with strict
constraints, choosing the appropriate constraint boundary can not only constrain the angle
state, but can also improve the performance of the controller.



Aerospace 2022, 9, 332 18 of 26

4.2.3. The Yaw Angle Control of the CDR

The parameters of the yaw angle controller are shown in Table 3.

Table 3. Parameters of the yaw angle controllers.

Controller Parameter Value

PID
k1, I1 10, 2

k2 5

ISMC
k1 I1 10, 2

k2, k3, β, index 5, 0.5, 2, 3

AISMBC
k1 I1 10, 2

k2, k3, ksh, β, index 5, 5, 0.1, 2, 3
The first row shows the angle controller parameters, and the second row shows the angular velocity controller
parameters. To compare the control results, PI and ISMC were adopted for the yaw angle controller. The
parameters of the RNFNN have been introduced in the previous section.

The desired yaw angular velocity was ωd = 0.2 rad/s. There was no uncertain lumped
disturbance before 20 s. At 20 s, a step disturbance of 1.5 was applied to the yaw angular
acceleration. The yaw angle control results are shown in Figure 14.
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As shown in Figure 14, the desired yaw angular velocity was 0.2 rad/s; therefore,
the desired yaw angle changed from 0 to π. At 20 s, a step disturbance was applied to
the acceleration of the yaw angle. The tracking error of AISMBC (blue line) was less than
0.01 rad. ISMC was about 0.025 rad, and PID control was about 0.04 rad. The AISMBC with
RBFNN was almost unaffected by the step disturbance, as shown by the red line.

The yaw angular velocity control is shown in Figure 15.
As shown in Figure 15a, the robot could follow the desired yaw angular velocity with

the three methods, but there was an overshoot in the PID control and ISMC. At 20 s, the
step disturbance was applied to the yaw angle acceleration, and the PID controller (orange
line) exceeded the safety boundary. The maximum tracking error of ISMBC (green line)
was about 0.08 rad/s. The maximum tracking error of AISMBC (blue line) was about
0.05 rad/s. The maximum tracking error of AISMBC with RBFNN compensation (red line)
was 0.03 rad/s. The adaptive gain of AISMBC is shown in Figure 15c. When the angular
velocity tracking error was small, the gain of the sliding mode was almost zero. When the
disturbance was applied, the gain of sliding mode increased. Therefore, the robustness
of AISMBC improved. The adaptive gain of AISMBC with the RBFNN compensation is
shown in Figure 15d. The controller output was compensated by the RBFNN. Thus, a large
sliding mode gain was not needed. The output of the RBFNN is shown in Figure 16.

To further verify the robustness of the controller, the random disturbance with a mean
value of 1.5 and a variance of 0.1 was applied to the yaw angular acceleration to simulate
the uncertain lump disturbance. The yaw angular velocity control is shown in Figure 17.
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As shown in Figure 17a,b, the PID controller (orange line) exceeded the boundary
0.3 rad/s, and the ISMC (green line) had an overshoot of about 0.08 rad/s, which was close
to the safety boundary. Compared with AISMBC, the PID control and ISMC had a weaker
ability to suppress the noise. The adaptive gain of AISMBC is shown in Figure 17c. The
adaptive gain of AISMBC with RBFNN is shown in Figure 17d.

The output of yaw angular velocity RBFNN is shown in Figure 18.
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Figure 17. The control results of the yaw angular velocity with the random lumped disturbance.
(a) The control results when the acceleration of yaw angle was subjected to the random lumped
disturbance. (b) Local amplification. (c) Adaptive gain of AISMBC. (d) Adaptive gain of AISMBC
with RBFNN.
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Figure 18. The output of yaw angular velocity RBFNN. The mean value of random disturbance is 1.5.

4.2.4. The CDR Tracks the Circular Desired Trajectory on the Water Surface

The desired trajectory was designed as a circular trajectory with the radius R= 10 m
and a yaw angular velocity ω = 0.2 rad/s. The desired position is defined by Formula (36):{

xr = R∗ sin(ω ∗t)
yr = −R∗ cos(ω ∗t) (36)

The desired yaw angle is:

ψd= atan2(d yr, dxr) (37)
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where dxr is the differential of xr. dyr is the differential of yr. The desired pitch angle and
roll angle can be calculated by Formula (38):{

φd= asin((xacc∗ sin(ψd)− yacc∗ cos(ψd))∗m/u1)
θd= asin((xacc ∗m− u1 ∗ sin(ψd) ∗ sin(φd))/(u1 ∗ cos(ψd) ∗ cos(φd)))

(38)

where xacc, yacc are the desired accelerations output by the position loop. When the robot
flies on the water surface, u1 is a fixed constant, the buoyancy provides additional support.
Definition u1 = 0.5 mg/(cos φ cos θ). The control structure of the CDR is similar to the
traditional quadrotor; we also adopted the position outer loop and the attitude inner
loop. In the position outer loop, we used the PD controller to obtain xacc and yacc. The
initial attitude of the robot was set to Φ =

[
0 0 0

]
, and the initial position was set to

ξ =
[
−2 −8 0

]
.

It should be noted that the proposed algorithm is also applicable to the controller of
a robot in the air. The attitude angle of the robot in the air need not be strictly constrained.
For example, if the pitch angle of the robot on the water surface exceeds −15◦, the cabin
floods. However, the pitch angle of the robot flying in the air can be up to −30◦ because
the RBFNN can approximate any nonlinear function. When the robot flies in the air, the
lumped disturbance caused by the uncertain model parameters and the wind disturbance
can be obtained by the RBFNN.

The random lump disturbances with the mean value of 1 wereapplied to the acceler-
ation of roll angle and acceleration of pitch angle. The main parameters of the robot are
shown in Table 4.

Table 4. The main parameters of the robot.

Model Parameter Value Unit

m 3 kg

Ix 0.083 kg·m2

Iy 0.074 kg·m2

Iz 0.113 kg·m2

l 0.25 m

b 0.25 m

The robot trajectory tracking is shown in Figure 19.
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Figure 19. The robot tracks the desired trajectory on the water surface. (a) The position control results
of the X-axis. (b) The position control result of the Y-axis. (c) The trajectory tracking error of the
X-axis. (d) The trajectory tracking error of the Y-axis. (e) The robot tracks the desired trajectory by the
proposed control method.

In this case, the robot tracked the desired position with the three control methods. The
position control results are shown in Figure 19a,b. The desired positions are time-varying.
Thus, it takes the response time for the actual position to follow the desired position. When
the time delay is not considered, the errors of the position control are shown in Figure 19c,d.
The errors of the trajectory were less than 0.1 m. As shown in Figure 19e, the robot followed
the circular trajectory, and the desired trajectory coincided with the actual trajectory.

The control results of the roll angle and the pitch angle are shown in Figure 20.
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SMC and BLC exceeded the safety boundary. The proposed control methods could
control the roll angle and the pitch angle to track the desired angle. The control results of
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the pitch angle and roll angle were explained in detail in the previous section; therefore,
they are not introduced in this part.

The control results of the yaw angle and yaw angular velocity are shown in Figure 21.
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Figure 21. The control results of the yaw angle and yaw angular velocity control. (a) The control
results of the yaw angle. (b) The tracking error of the yaw angle. (c) The control results of the yaw
angular velocity.

As shown in Figure 21a,b, the tracking error of yaw errors were 0 rad, but the noise
suppression effect was the best by the proposed control method (red line). In Figure 21c,
there was no overshoot in the yaw angular velocity control when the proposed control
method was adopted. The outputs of the proposed controllers are shown in Figure 22.
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The mass of the robot was 3 kg, the output u1 was about 15 N at stable state. The
buoyancy provided additional support to offset the gravity of the robot. We applied
a random disturbance with a mean value of 1 to the attitude angular acceleration, and the
robot needed to generate a mean value of −1 rad/s2 angular acceleration to counteract
the disturbance. Therefore, the output torque u2 and u3 were about −0.1 N·m. The output
torque u4 was about −0.05 N·m.

5. Conclusions

In this paper, a non-singular terminal sliding mode asymmetric barrier control (NTS-
MABC) was proposed to constrain the roll angle and the pitch angle of a cross-domain
robot flying on a water surface to prevent the robot cabin flooding or overturning. For the
uncertain lump disturbance, the RBFNN was designed to compensate for the controller
output. The proposed control algorithm could constrain the state of the system, and in-
herited the advantages of NTSMC, such as an insensitivity to model parameters and fast
error convergence. The yaw angular velocity was constrained by the adaptive integral
sliding mode barrier control (AISMBC) to prevent the saturation of the actuators and the
robot rolling over due to a large yaw angular velocity. The gain of the sliding mode was
adaptively increased to improve the robustness of the system. The convergence proofs of
the proposed controllers were presented. By comparing with other control methods, the
effectiveness of the proposed control algorithms was verified.

In further work, a barrier control algorithm with a soft constraint should be considered.
When barrier control is adopted, the system is unstable if the actual state exceeds the
constraint boundary. This is the limitation of the proposed algorithm. Therefore, it is
necessary to consider the situation that the actual state exceeds the boundary. In addition,
the control input of the actual system is limited; it is indispensable to consider the barrier
control algorithm with input constraints.

Author Contributions: Conceptualization, K.W. and Y.L.; methodology, K.W.; validation, K.W., Y.L.
and C.H.; formal analysis, K.W.; investigation, K.W.; writing—original draft preparation, K.W.;
writing—review and editing, W.B. and Y.L.; visualization, W.B.; supervision, Y.L.; project adminis-
tration, Y.L.; funding acquisition, Y.L. All authors have read and agreed to the published version of
the manuscript.

Funding: This research was funded by Sharing Technology Project 41412040102, by China National
Science Foundation under grants 61473155, by Jiangsu Technology Department under Modern
Agriculture BE2017301, and by Six talent peaks project in Jiangsu Province GDZB-039.

Conflicts of Interest: The authors declare no conflict of interest.

Nomenclature

Symbol Description Unit
x, y, z longitudinal, lateral, and altitude motions in Earth-coordinate frame, respectively. m
φ, θ, ψ roll, pitch, and yaw angles in Earth-coordinate frame, respectively. rad
p, q, r roll, pitch, and yaw rotational velocities in body-coordinate frame, respectively. rad/s
Ix, Iy, Iz roll, pitch, and yaw inertia moments. Kg·m2

g gravity acceleration m/s2

l distance between quadrotor center mass and the axis of the propeller M
u2, u3, u4 aerodynamic roll, pitch, and yaw moments, respectively N·m
u1 lift force N
ωi rotor i velocity, i = {1, 2, 3, 4} rad/s
b distance between the left wheel with the right wheel m
ωl,ωr motor velocity of the left wheel and the right wheel rad/s
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