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Abstract: We study the problem of controllable citation text generation by introducing a new concept
to generate citation texts. Citation text generation, as an assistive writing approach, has drawn
a number of researchers’ attention. However, current research related to citation text generation
rarely addresses how to generate the citation texts that satisfy the specified citation intents by the
paper’s authors, especially at the beginning of paper writing. We propose a controllable citation
text generation model that extends a pre-trained sequence to sequence models, namely, BART and
T5, by using the citation intent as the control code to generate the citation text, meeting the paper
authors’ citation intent. Experimental results demonstrate that our model can generate citation texts
semantically similar to the reference citation texts and satisfy the given citation intent. Additionally,
the results from human evaluation also indicate that incorporating the citation intent may enable the
models to generate relevant citation texts almost as scientific paper authors do, even when only a
little information from the citing paper is available.

Keywords: citation text generation; citation intent; controllable text generation; pre-trained sequence-
to-sequence model; natural language processing

MSC: 300093

1. Introduction

Citations are crucial in scientific discourse for both readers and authors [1]. For
readers, citations not only point out the additional information for the paper’s main
research problem but also allow readers to verify whether the cited documents support the
research argument in the way that the authors claim. For authors, showing their respect for
other researchers’ ideas by citing their previous work is the authors’ responsibility. The
aforementioned properties of citation imply that the authors’ intent behind the citation text
can vary. Boyack et al. [2] analyzed the characteristics of in-text citations in over 5 million
articles across five fields of science and reported that the average number of mentions per
reference ranged from 1.5 to 1.75. Therefore, one paper can cite another paper a few times
in different parts of the full article by using a variety of citation sentences to convey the
different relationships between the citing and cited paper, as shown in the lower part of
Figure 1. This may be mainly because the authors’ citation intent determines the context of
the citation text and the information that the citation sentence should convey.

It has been reported that the number of cited references for each scientific paper has
increased over the years [2–6]. This soaring number of cited references may imply that
researchers should devote more effort to reviewing the relevant literature. Looking through
the lens of the cognitive process of academic writing, authors require quite a few mental
efforts to complete a citation sentence. In higher educational institutions, the cognitive
process and the use of scholarly resources are difficult for students when composing high-
quality academic writing [7]. Hence, how to lighten the researchers’ burden, especially in
paper writing, has become meaningful. Several studies have framed citation text generation
as a multisource summarization problem. The source documents require texts from both
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the citing paper and the cited paper. Xing et al. [8] proposed a multisource point-generator
to generate different citation sentences with the same reference paper using different
contexts, namely, a few sentences ahead of and behind the citation sentence from the citing
paper. Luu et al. [9] explored how different source documents influence the quality of the
generated citation texts using their proposed GPT-2 model [10], which was pre-trained
with the subset of S2ORC [11]. However, from the authors’ perspective, the challenges of
citation text generation still remain. At the beginning of paper writing, the context of the
citation text may not be written yet, let alone using the context as the source document for
models to generate citation texts. In addition, the approach proposed by Luu et al. [9] can
only generate a generic sentence, which describes the relationship between the citing paper
and the reference paper. This kind of assistance is likely to be insufficient for researchers
who need to mention the same reference paper in different paragraphs.
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Figure 1. The upper part overviews the intent-controllable citation text generation. The lower part
demonstrates that the citation texts for the same reference paper (marked in blue) can be varied
depending on the authors’ citation intent. We consider the citation intent as a control code to constrain
the generated text from sequence-to-sequence models.

Previous inspiring studies related to citation intent classification tasks [12–15] and
controllable text generation [10,16–18] have laid a solid foundation for the concept of
intent-controllable citation text generation. The former aims to classify the intent of the
citation text. The latter aims to generate an output with user-specified constraints. The
existing citation intent classification tasks show that essential citation texts can generally be
categorized into different citation intents. Since humans can write various citation texts
based on their citation intents, it is intuitive to infer that models may generate different
citation texts according to the specified citation intents. Hence, we can approach the
problem of citation text generation from a more author-centered perspective by leveraging
the characteristics of citation intent and controllable text generation.

We argue that the concept of citation intent enables controllable text summarization
models to accomplish the task of citation text generation in a more flexible and author-
centered way. This is because writing a citation text is a process of comprehending the
content of the reference paper, associating the content with the citing paper, and summariz-
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ing the content with the specific citation intent. This paper explores the effectiveness and
flexibility of intent-controllable citation text generation when the authors only have their
paper’s abstract or title.

We define intent-controllable citation text generation as follows. Given an abstract or
title of a citing paper, an abstract of a reference paper, and the citation intent specified by
the author, generate a relevant and fluent citation text satisfying the given citation intent.
This definition describes an author who just begins to write a paper. There is no context in
the citation texts, and only the paper’s abstract or title is available. The cited paper only
provides the abstract because the full text is not always available.

The contributions of this work can be summarized as follows:

• We introduce a new concept of intent-controllable citation text generation to generate
various citation texts according to authors’ citation intent when the same cited paper
is given.

• We extend the SciCite dataset for our defined task and the experiments with several
models (Both the code and datasets are available at: https://github.com/BradLin0
819/Automatic-Citation-Text-Generation-with-Citation-Intent-Control (accessed on
23 July 2021)).

• The model performance evaluated by humans and metrics shows that citation intents
enhance the effectiveness and flexibility of authors when they write the citation texts
at the beginning of paper writing.

The remainder of the paper is structured as follows. In Section 2, we provide an
overview of the previous studies related to citation text generation. Section 3 demonstrates
how we formulate the problem, how the training dataset is prepared, and what pre-trained
language models are used. Section 4 is devoted to the experiment setup and evaluations,
including automatic metrics and human evaluation. All the details about implementation
are also shown in Section 4. In Section 5, model performances and experimental results are
presented, followed by a qualitative comparison to the existing literature.

2. Related Work
2.1. Generating Texts by Sequence-to-Sequence Models

Sequence-to-sequence (Seq2Seq) models seek to solve the problem of converting a
textual sequence x = (x1, . . . , xT) into a textual sequence y = (y1, . . . , yT′), for example,
machine translation. Encoder-decoder architecture [19] is the foundation for Seq2Seq mod-
els. The encoder encodes the input sequence into vectors of hidden states z = (z1, . . . , zT),
which can be considered a summary of the input sequence’s information. The decoder then
generates the output sequence based on the final hidden state of the encoder. Sutskever
et al. [20] used Long-Short-Term-Memory (LSTM) cells [21] to turn the sequence into hidden
state vectors. The Seq2Seq architecture problem can be formulated as:

p(y1, . . . , yT′ | x1, . . . , xT) =
T′

∏
t=1

p
(
yt | v, y1, . . . , yt−1

)
(1)

where yt is the predicted word at time step t, v is the last hidden state of the encoder,
T is the length of the input sequence, and T′ is the length of the output sequence. The
goal of a decoder is to predict the next word given the previous words, which is called an
auto-regressive language model.

The Transformer [22], which follows the encoder-decoder architecture, is composed
of novel building blocks using the self-attention mechanism to analyze long sequential
data. The Transformer has been widely used for natural language processing (NLP), speech
recognition tasks, and time-series data modeling because transformer-based models are
more parallelizable than LSTM-based models and are better at analyzing longer sequences.

https://github.com/BradLin0819/Automatic-Citation-Text-Generation-with-Citation-Intent-Control
https://github.com/BradLin0819/Automatic-Citation-Text-Generation-with-Citation-Intent-Control
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2.2. Pre-Trained Sequence-to-Sequence Models in Natural Language Processing

Transfer learning is the concept of pre-training a big neural network on a large dataset
with specified unsupervised learning and then fine-tuning the pre-trained model on a
subsequent task with a supervised target. Due to the remarkable performance of the Trans-
former architecture in recent years, numerous Transformer-based pre-trained models have
been suggested. These models differ in three significant ways: (1) Transformer modifi-
cations, (2) Pre-training objectives, and (3) Pre-training data set. BERT [23] is comprised
solely of the encoder component of the Transformer architecture. Pre-training objectives
include anticipating the source document’s masked tokens and the following phrase. It is
trained on a book corpus and the English Wikipedia. GPT-2 [10] contains only the decoder
portion of the Transformer and is pre-trained with an auto-regressive language model
objective that predicts the next token based on the previous tokens on the WebText corpus.
BART [16] and T5 [17] are comprised of the entire Transformer architecture with a few
alterations. BART is pre-trained with the purpose of denoising, while T5 is pre-trained
with the objective of filling in the blank. It was demonstrated that these two pre-trained
models achieve state-of-the-art performance in a variety of text production tasks, including
text summarization. In addition, transfer learning can assist limited-data tasks in achieving
sufficient performance.

2.3. Text Summarization

Citation text generation resembles a variant of text summarization, which summarizes
the reference paper and associates it with the citing paper. Researchers proposed automatic
text summarizing to acquire knowledge from millions of texts considerably faster. This
research attempted to condense the source document into a concise summary. Recent research
enhanced the performance of automatic text summarization using neural networks. Existing
studies can be divided into two categories: extractive and abstractive summarization.

Extractive summarization works by segmenting the original document into sentences
and choosing the best ones to summarize. This method ensures factual coherence between
the original document and the summary created. Liu and Lapata [24] addressed extractive
summarization as a binary classification problem. They presented BERTSUMEXT, in which
the document is encoded using the pre-trained BERT. Then, a classifier is used to predict
if a statement should be included in a summary. Zhong et al. [25] formulated extractive
summarization as a semantic matching problem. They suggested that the generated
summary should be close to the source document in the semantic space.

Abstractive summarization develops new terms rather than using phrases from the
source document. The abstractive method is more flexible and human-like. Implementing
the abstractive method was difficult in the past. Nonetheless, this obstacle has been steadily
overcome by Seq2Seq neural networks. The attentional Seq2Seq model performed well
on the abstractive summarization challenge. However, several flaws, such as the inability
to generate rare words, which means out of vocabulary (OOV) and word repetition, still
remain. See et al. [18] suggested a pointer-generator network that copies infrequent words
from the source document to combat OOV. Also, the coverage mechanism was added to
keep track of created summaries and reduce recurrence. The pre-trained models have been
extended in more and more studies for abstractive text summarization recently.

2.4. Citation Text Generation

Xing et al. [8] presented a novel task of generating the citation text given the context of
the citing paper and the abstract of the reference paper to reduce the time spent writing the
citation text. Moreover, Xing et al. proposed a multisource pointer-generator, which is built
upon a pointer-generator [18] but can handle multiple input documents. However, in their
approach, the context of the citing paper must be provided. Meanwhile, the citation text has
possibly existed. Therefore, their approach lacks the function of automatically generating
citation text from scratch. Luu et al. [9] presented a similar task that uses the abstract or
introduction of two papers as inputs to generate a citation text. In addition, Luu et al.
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proposed a model, extending the GPT-2 pre-trained model with further pre-training on a
large-scale scientific paper dataset. Nonetheless, their approach cannot generate multiple
citation texts for the same reference. Our work can automatically generate a citation text
from scratch given the abstract of two papers and generate multiple citation texts by citation
intent involvement.

2.5. Controllable Text Generation

Although the neural text generation task has achieved satisfactory results [10,16–18],
the existing approaches mainly generate a generic output. However, these approaches
have difficulty generating a user-specific output, leading to reduced flexibility of use.
Controllable Text Generation aims to generate an output with user-specified constraints.
Recently, several studies have incorporated controllable text generation techniques into
their tasks. Kobus et al. [26] incorporated domain information into the machine translation
task to perform domain-specific translation. Peng et al. [27] proposed a framework to
control the ending valence (happy or sad) of the generated stories. Gupta et al. [28] and
Wu et al. [29] leveraged controllable text generation techniques to enhance the quality of
response in the dialog system. Fan et al. [30] and He et al. [31] performed controllable text
summarization by constraining the length, style, or content of the summary.

Nevertheless, controllable text generation techniques have not been incorporated into
the citation text generation task. Our work is the first to utilize controllable text generation
techniques to generate citation text with author-specified citation intent.

3. Methodology
3.1. Dataset

To train our citation text generation model, we needed citation texts with human-
annotated citation intents. Therefore, we adopted the SciCite dataset [13], which consists
of 6627 scientific papers in the computer science and medicine domains. According to
Cohan et al. [13], most citation texts can be categorized into three categories: Background,
Method, and ResultComparison. The definitions of these three categories are described in
Table 1. We needed additional metadata of papers, such as the abstract. The original SciCite
dataset does not provide the abstract of the paper. We then used these paper identifiers on
Semantic Scholar1 to retrieve the metadata (e.g., abstract, title, etc.) of these papers using
Semantic Scholar API (https://www.semanticscholar.org/product/api).

Table 1. The definitions of citation intent categories.

Intent Category Definition

Background
“The citation states, mentions, or points to the background
information giving more context about a problem, concept
approach, topic, or importance of the problem in the field.”

Method “Making use of a method, tool, approach or dataset”

ResultComparison “Comparison of the paper’s results/findings with the
results/findings of other work”

After retrieving the metadata of papers, each data sample can be represented as
(metadata of the citing paper, metadata of the reference paper, citation text, and citation
intent label). To build the dataset for our task, we first retained the data splits of the
SciCite dataset for training, validation, and testing (8243/916/1861 data samples). Then,
we performed the following steps:

1. Removed data samples with duplicate citation texts;
2. To ensure the reliability of our model, we removed data samples with duplicate citing

paper and reference paper pairs between the training and validation (test) sets from
the training set;

https://www.semanticscholar.org/product/api
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3. We removed data samples with incomplete citation texts because our goal is to
generate fluent sentences;

4. Filtered out data samples without the abstract of the reference paper;
5. To normalize the citation markers, we replaced the citation markers that have the

current reference paper within them with #REF and other reference papers with
#OTHERREF using regular expression operations.

3.2. Overview

The basic statistics of each data split are shown in Table 2. In this table, #words denotes
the number of words, #sentences denotes the number of sentences, and the standard
deviation is in the brackets. These statistics can help us decide the maximum length of
input and output sequences to train our models. In addition, most citation texts have only
one sentence. This information is helpful in setting the number of selected sentences in
extractive methods.

Table 2. Basic statistics of each data split.

Train Val Test

Citing Paper # words (std) 242.58 (101.42) 242.66 (112.14) 250.59 (113.17)
# sentences (std) 8.99 (3.81) 9.17 (3.95) 9.35 (4.39)

Reference Paper # words (std) 227.30 (125.71) 226.69 (106.84) 223.99 (114.40)
# sentences (std) 8.53 (4.78) 8.44 (4.02) 8.39 (4.12)

Citation Text
# words (std) 33.52 (15.35) 33.38 (14.40) 34.60 (15.31)

# sentences (std) 1.03 (0.17) 1.03 (0.18) 1.03 (0.17)

Intent (%) Bg/Md/Rs 50.76/34.54/14.51 57.52/29.34/13.12 52.79/33.90/13.30

We also present the distribution (Intent %) of each citation intent category in the
bottom row of Table 2, where Bg, Md, and Rs represent Background, Method, and Result-
Comparison, respectively. We can observe that data samples of background citation intent
account for the majority.

All notations used and their definitions are listed in Table 3 for an easy understanding
of the proposed method.

Table 3. Summary of notations.

Notation Definition

CP Citing paper
RP Reference paper
aCP Abstract of the citing paper
tCP Title of the citing paper
aRP Abstract of the reference paper
D Training dataset
C Predefined citation intent set (control code set)
c Specified citation intent (control code)
V Predefined vocabulary

|V| Predefined vocabulary size
X Input sequence of the model
y Target citation text
ŷ Generated citation text

Our approach builds upon controllable text summarization techniques by using the
citation intent as a control code, which constrains the style of the generated text. An
overview of the proposed method is shown in the upper part of Figure 1. The overall
process of our approach can be divided into four steps:

1. The author provides the abstract or title of the paper draft;
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2. The author provides the abstract of the paper he/she wants to reference;
3. The author specifies the desired citation intent;
4. Generate the citation text with the given citation intent using our controllable citation

text generation model.

3.3. Controllable Citation Text Generation Model

We formulate the problem as follows. Given an abstract aCP or title tCP of a citing
paper CP, an abstract aRP of a reference paper RP, and a specified citation intent c from
the predefined citation intent set C = {Background, Method, ResultComparison}, generate
the citation text ŷ satisfying the given citation intent. That is, our model should learn to
maximize the conditional probability in Equation (2):

p
(

y|a CP, aRP, c; θ
)
=

T

∏
t=1

p(y t |a CP, aRP, c, y<t ; θ) (2)

where y denotes the target citation text, θ denotes the parameters of the model, T denotes
the length of the target citation text, yt denotes the token at time step t, and y<t = (y1, . . . ,
yt − 1) and aCP can be replaced by tCP if only the citing paper’s title is available.

To implement controllable citation text generation and to feed the original input into
the pre-trained text generation model, there are four substeps of our pre-processing step.

1. Concatenation: While generating citation texts, we take aCP/tCP and aRP as input
documents. To feed multiple inputs into our model, we concatenated aCP/tCP and
aRP into a flat sequence [aCP/tCP; aRP], where [.;.] denoted the concatenation.

2. Prepend control codes: We assume that the model can discover the association be-
tween the input sequence and the output sequence. Accordingly, we employ a simple
yet effective technique to enable controllable text generation [26,30–32]. We prepend
the textual control codes c (e.g., citation intent for our case) to the concatenated input
[aCP/tCP; aRP] and form the input sequence X of the model where X = [c; aCP/tCP; aRP].
Then, our model is expected to learn to generate the citation text with the desired
citation intent. The representation of X is illustrated in Figure 2.

3. Tokenization: Because the model can only input numerical values, we cannot directly
feed the textual input into the model. Therefore, we need to tokenize the input
sequence X into tokens (x1, x2, . . . , xm), and output sequence y into tokens (y1, y2,
. . . , yn) where m, n is the length of the sequence. Then, we convert these tokens into
indices using predefined vocabulary V, which consists of the most common tokens
and the mapping between the token and the index.

4. Pad or Truncate: To have the same input and output sequence size for the model, we
fix the input and output sequence length. We set the maximal length of the input
sequence to 1024 and the maximal length of the output sequence to 128. First, we add
<s>, one special token, to the start of the sentence and </s>, the other special token,
to the end of the sentence to make the model identify the start and the end of the
sentence. Then, the sequence that is longer than the maximal length will be truncated.
Furthermore, we pad sequences in the same batch with the special token <pad> to the
longest sequence in the batch.
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3.3.1. Pre-trained Text Generation Model

We choose two Transformer-based pre-trained sequence-to-sequence models, BART [16]
and T5 [17], which have been shown to achieve state-of-the-art results on several NLP
tasks. The size of the citation intent annotated dataset is appropriate for fine-tuning the
two pre-trained sequence-to-sequence models.

We utilize these two Transformer-based pre-trained models to take the pre-processed
sequence X (Figure 2) as input and generate the citation text ŷ. First, the input sequence X
is tokenized and converted to indices. The input embedding block converts these indices
into dense vectors, and positional embeddings are added to keep the information in the
order of the sequence. Then, the Transformer encoder layers encode the input sequence
to vectors of hidden states. We feed the vectors of hidden states of the input sequence
and the previous output token (<s> is fed when no previous output token exists) into the
Transformer decoder layers. While predicting the next token, the decoder attends to the
hidden states of the input sequence and hidden states of the already generated output
token. However, the output of decoder layers are vectors of floats of dimension d, and
they should be turned into real tokens. Thus, the Linear block projects the output of the
Transformer decoder into vectors of the dimension of vocabulary size |V|, and the softmax
function is used to output the probability of the token ŷt at time step t:

p( ŷt) = so f tmax(Woot) (3)

where p(ŷt) ∈ R|V| is the probability distribution over vocabulary, Wo ∈ R|V| d is a trained
projection matrix (Linear block), and ot is the output from the hidden states of the decoder
layers. We can obtain the token ŷt by taking the index of the maximal probability of p(ŷt).
This decoding method is called greedy decoding. We applied this decoding method during
the training phase.

3.3.2. Model Training

Given a training set D of (preprocessed input sequence, target citation text) pairs {(X(1),
y(1)), . . . , (X(i), y(i))}, we train our model by minimizing negative-log-likelihood (NLL) loss:

LNLL = −
|D|

∑
i=1

T

∑
t=1

log p
(

y(i)t

∣∣∣X(i), y(i)<t; θ
)

(4)

where LNLL denotes the NLL loss, D denotes the training set, |D| denotes the number of
training samples, T denotes the length of the target citation text, y(i) denotes the token at
time step t of the i-th training sample, X(i) denotes the input sequence of the i-th training
sample, y(i) denotes the token generated before time step t of the i-th training sample, and θ
denotes the parameters of the citation text generation model.

3.3.3. Model Inference

When we want to cite the reference paper with the specific citation intent, we can
prepend the corresponding citation intent control codes to the concatenated sequence of
the abstract of the author’s draft paper and the abstract of the reference paper. Then, we
feed this sequence into the well-trained model, and the model outputs a citation text with
the desired citation intent. While generating an output sequence, the model predicts a
sequence of probability vectors of dimension |V|.

The simplest method to decide the output token at each step is selecting the index
of maximal probability. Nonetheless, this method can only generate a locally optimal
sequence. To generate an approximately globally optimal sequence, we apply the beam
search decoding method.

Finally, we select a sequence of tokens with the maximal sum of log probability as the
generated citation text. While generating sequences using the beam search algorithm, we
have to keep track of k sequences with the maximal length of L, and at each time step t,
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we need to search the vocabulary space of dimension |V|. Thus, the time complexity of
the beam search algorithm is O(k · L · |V|). The flowchart of the whole citation sentence
generation process is illustrated in Figure 3.
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4. Experiments

We conducted the following experiments to verify the effectiveness and flexibility of
using citation intents. T5 and BART are the two based models we chose. Three different
tuples of training samples were used for fine-tuning, including 1. (aCP, aRP), 2. (c, aCP, aRP),
3. (c, tCP, aRP). In total, six models are to be fine-tuned. They are BART-no_intent, BART-
aCP + aRP, BART-tCP + aRP, T5-no_intent, T5-aCP + aRP, and T5-tCP + aRP. BART-no_inten
and T5-no_intent are two baseline models to be compared with other models fine-tuned
with citation intents. These two models can generate only one citation sentence given the
abstracts of the citing and reference paper during inference. The SciCite dataset allows only
one citation intent to map only one citation text. The other four models can generate three
citation sentences based on the specified citation intent and the given abstracts or title of
the citing and the abstract of the reference paper during inference.

4.1. Evaluation Metrics

The effectiveness of citation intent can be evaluated by comparing the performance
of the two models. One model was fine-tuned using citation intents and the other using
no citation intents. The performance was measured by the similarity between generated
citation texts and the original reference citation texts in the citing paper.

ROUGE: We used F1 scores for ROUGE-1/2/L [33], which are commonly used in the
text summarization task.

EXT-Oracle is the upper-bound extractive summarization method that was also used
as a baseline for model performance comparison [24].

SciBERTScore: To compensate for the shortcoming of ROUGE, we further calcu-
lated the F1 score for SciBERTScore by replacing BERT’s contextualized embedding in
BERTScore [34] with SciBERT’s [35] configuration.

Additionally, we evaluated the flexibility by verifying whether models with the intent
control can generate citation texts satisfying the specified citation intent.

Citation Intent Accuracy was used to measure the citation intent correctness of gener-
ated citation texts. We used the citation intent classifier provided by Cohan et al. [13] to
label the citation intent of generated citation texts because this classifier has been proven
to achieve an 84 macro-F1 score on the SciCite dataset. The calculation of Citation Intent
Accuracy is as follows:

Citation Intent Accuracy =
∑N

i=1 I
(

Pred
(

ŷ(i)
)
= c(i)

)
N
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where

I(.) =
{

1, if the condition satisfies
0, otherwise

(5)

N is the number of test samples, ŷ(i) denotes the generated citation text of the i-th test
sample, c denotes the specified citation intent of the i-th test sample, Pred(.) denotes the
predicted citation intent by the citation intent classifier.

4.2. Implementation Detail

The development environment is as follows: OS: Ubuntu 20.04, OS memory 64 GB,
GPU: RTX2090, GPU memory 24 GB, python3.7, CUDA 11.0. All the models were imple-
mented using the Hugging Face’s Transformers library [36] and PyTorch 1.9.0. We used
the BART-base configuration and T5-base configuration for all BART-based models and
T5-based models, respectively. We used the Adam [37] optimizer with a learning rate of
1 × 10−5, β1 of 0.9, β2 of 0.999, ε of 1 × 10−8, batch size of 4 for BART-based models, batch
size of 2 for T5-based models, gradient accumulation steps of 4, and gradient clipping norm
of 1.0 to fine-tune all 6 models. Each model was trained until the maximum of 40,000 steps
with an early stopping strategy of patience 3. The best model for each tuple of training
samples was selected based on the validation loss. We set the beam size k to 4, which was
tuned based on the validation set ROUGE-1.

4.3. Human Evaluation

We derived our human evaluation from Luu et al.’s work [9]. The quality of the
generated citation texts was measured by how correct, specific, and plausible these texts
were. We continued to use the definitions of correct, specific, and plausible defined by
Luu et al. The questions for the evaluators are below:

• (Correct) Does the citation sentence correctly express the factual relationship between
the citing paper and the cited paper?

• (Specific) Does the citation sentence describe a specific relationship between the two pa-
pers, or is it vague enough to be used to cite many other papers?

• (Plausible) Does the citation sentence have the same topicality and tone in writing as
the citing paper?

Evaluators could answer “Yes (Specific)”, “No (Vague)”, or “Unsure”. The answer
with “Unsure” is invalid. The scores were calculated by the proportion of “Yes” to all valid
answers. We also calculated the scores for correct and specific (Corr&Spec), which means
that both the answers to correct and specific require “Yes”.

In addition, whether the generated citation texts satisfy the specified citation intent
was also evaluated by asking the evaluator the following question.

• (Intent) In which part of the paper does the citation sentence belong, introduction,
method, or result?

The scores of the citation intent were calculated in a similar way to the citation intent
accuracy. If the evaluator’s answer equals the given citation intent, the answer receives one
point. Otherwise, the answer receives zero. The final scores are the sum of the total points
divided by the total number of valid answers.

We randomly selected 32 samples of computer science fields from 1861 testing data
samples. The citation texts written by human authors are set as the gold standard samples.
The gold standard samples were also evaluated to assess the quality of evaluation. We
recruited 30 graduate students from the computer science department for evaluation. Half
of the evaluators had experience in writing scientific papers. The agreement of evaluation
was calculated by Krippendorff’s alpha [38], which is denoted as “Agr.” in the results of
human evaluation.
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5. Results and Discussion

The results of the evaluation by metrics are shown in Table 4. As shown in Table 4,
models incorporating the citation intent achieve better performance for all metrics. These
results demonstrate the effectiveness of the citation intent. It is worth noting that BART-aCP
+ aRP and BART-tCP + aRP achieve over 63.8 SciBERTScore, which is close to the model
performance of the similar task, scientific paper summarization [39]. Additionally, most
fine-tuned models slightly outperform the upper-bound extractive method, EXT-Oracle,
on all metrics except for ROUGE-2. For the higher ROUGE-2 score of EXT-Oracle, we
conjecture that many proper nouns are composed of two words. Abstractive methods tend
to generate novel words, which might lead to the poorer results of ROUGE-2.

Table 4. The evaluation results by metrics. R-1 denotes ROUGE-1, R-2 denotes ROUGE-2, R-L denotes
ROUGE-L, SciBS denotes SciBERTScore, and Intent Acc denotes citation intent accuracy. The bold
numbers show the highest scores among all fine-tuned models.

R-1 R-2 R-L SciBS Intent Acc.

EXT-Oracle 22.21 4.96 16.06 62.35
BART-no_intent 22.74 3.03 15.85 63.16
BART-aCP + aRP 23.64 3.45 16.96 63.81 88.34
BART-tCP + aRP 24.05 3.55 16.98 63.82 87.91

T5-no_intent 21.84 2.63 15.15 61.78
T5-aCP + aRP 22.97 3.04 15.90 62.61 77.52
T5-tCP + aRP 23.85 3.44 16.59 63.37 82.99

In terms of citation intent accuracy, both BART-based and T5-based models achieve
over 77% citation intent accuracy. These results indicate that the model can generate citation
texts that satisfy the given citation intents. These results also imply that the flexibility of
the model is increased by incorporating citation intents as control codes.

Table 5 lists the results of evaluation by metrics for each intent. As shown in Table 5,
our models have better performance in generating ResultComparison citation texts. We
conjecture that the purpose of writing ResultComparison citation texts is more specific and
only compares the experimental results between two papers. However, the Background
and Method citation intent can be divided into more fine-grained intents. For example, the
citation text with Background citation intent can describe the research problem’s motivation
or the definition of the keywords in previous papers.

Table 5. The evaluation results by metrics for each intent. The bold numbers show the highest scores
among all fine-tuned models for each intent.

Background R-1 R-2 R-L SciBS

BART-aCP + aRP 22.99 3.24 16.93 64.20
BART-tCP + aRP 23.38 3.30 16.83 64.13

T5-aCP + aRP 22.13 2.65 15.62 62.73
T5-tCP + aRP 23.10 3.08 16.32 63.49

Method R-1 R-2 R-L SciBS

BART-aCP + aRP 22.85 2.90 16.02 62.12
BART-tCP + aRP 22.90 3.16 15.90 62.09

T5-aCP + aRP 22.30 2.97 15.21 61.09
T5-tCP + aRP 23.20 3.34 15.79 61.75

ResultCompare R-1 R-2 R-L SciBS

BART-aCP + aRP 29.46 5.78 20.46 67.26
BART-tCP + aRP 29.57 5.63 20.42 67.13

T5-aCP + aRP 27.87 4.73 18.70 65.97
T5-tCP + aRP 28.51 5.04 19.62 66.99
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According to Table 6, both BART-based and T5-based models obtain higher quality
than the gold standard regarding plausibility and intent. T5-tCP + aRP receives higher
quality than the gold standard regarding specific and marginally lower quality than the
gold standard regarding correct and both correct and specific

Table 6. Results of human evaluation. The bold numbers show the highest scores among all fine-tuned
models except the gold standard.

Plaus. Spec. Int. Corr. Cor&Spec. Agr.

B-aCP + aRP 0.93 0.78 0.65 0.70 0.46 0.50
B-tCP + aRP 0.84 0.62 0.74 0.73 0.50 0.74

T5-aCP + aRP 0.98 0.68 0.60 0.70 0.51 0.61
T5-tCP + aRP 0.84 0.80 0.69 0.78 0.65 0.71

Gold 0.92 0.79 0.67 0.81 0.69 0.69

Agr. 0.69 0.71 0.71 0.77 0.71

Both evaluations of humans and metrics show that most of the modes fine-tuned
with tuples of (c, tCP, aRP) outperform the other models fine-tuned in the other way. We
conjecture that while writing citation texts with background and method citation intent, the
content of the reference paper is much more important because it aims to elaborate on the
state of current research or use the method proposed by the reference paper. Therefore, the
content of the citing paper has a relatively low influence. However, when writing citation
texts with ResultComparison citation intent, the author needs to know the experimental
results of citing paper and reference paper. Thus, the abstract of the citing paper is more
important for generating citation text with ResultComparison citation intent.

Evaluation metrics and human evaluation measure the quality of generated citation
texts from different perspectives. Higher scores from evaluation metrics imply that the
model may generate some citation texts that might have a more similar concept to the
referenced citation text written by a human. Higher scores from human evaluation suggest
that more evaluators sense the attributes of citation texts when they read the citation texts
generated by models.

In Table 6, two possible explanations for the lower intent accuracy of the gold standard
may be (1). The intents as prepend control codes guide the model to learn the most general
sentence structures or writing styles for the corresponding intents. These sentence struc-
tures and writing styles signify the authors’ intents for readers. (2). Human-written citation
texts may have diverse ways of expressing ideas. The citation intent is not necessarily
explicit in the sentence structures or writing styles. Thus, it is harder for evaluators to
correctly classify the citation intent of the human-written citation sentences.

This study is compared to two earlier studies on citation text generation in Table 7.
Attributed to the reason that each of the three studies addresses a specific issue, their
training data pairs and input contents are unique. Xing et al. attempted to produce
more data points for the automatic citation texts generation task. Luu et al. focused on
the generation of the sentences to explain the relationship between two papers. They
used citation sentences as proxies for the explanations. Our work aims at lightening the
authors’ burden of paper writing by leveraging the concept of citation text generation
with intent control. Despite the fact that the R-L score is utilized by all three research,
the various training data sets limit the quantitative comparison between the three R-L
scores. The method proposed by Xing et al. generates citation texts with the highest R-L
scores. One apparent reason is that they used three sentences preceding and three sentences
following the citation text as input to the context of the citation sentence. However, the
process of writing is sequential. Generally, the three sentences following the citation
sentence are written after the citation sentence has been completed. Therefore, the input
contents may be ineffective in terms of supporting authors with the paper-writing process.
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Table 7. Comparison with previous studies.

Input Training Dataset Best Model Metrics

Xing et al. [8]

• Citing paper’s context
• Three sentences before and
three sentences after the
citation text
• Cited paper’s abstract

ACL Anthology
Network corpus
• 16.675 K papers
• 85 K citation sentences

Multi-Source
Pointer-Generator

Network with Cross
Attention

R-1: 26.28
R-2: 7.05

R-L: 20.49

Luu et al. [9]

• Citing paper’s introduction
• The sorted words with
100 highest tf-idf score in
cited paper

S2-GORC
• 154 K papers
• 622 K citation sentences

Pritrained-GPT-2 R-L-2: 12.3

This work
• Citing paper’s title
or abstract
• Cited paper’s abstract
• Citation intent

Extended SciCite
• 6.627 K papers
• 11 K citation sentences

BART-tCP + aRP
R-1: 24.05
R-2: 3.55
R-L:16.98

Regarding the efforts in model training, our model requires the least training efforts
among the 3 studies by using only 11 K citation sentences from 6.627 K papers to fine-tune
transformer-based pre-trained language models. By contrast, both Xing et al. and Luu et al.
trained their models from scratch and used approximately 7 to 57 times the quantity of
citation sentences we used to train our models. Lower training efforts indicate a broader
range of applications because authors from various fields can tailor their citation text
generation models by fine-tuning the language models using a certain amount of papers in
their fields.

The training dataset used in this study limits, however, certain situations in real
writing scenarios. Considering real writing scenarios, authors may have more fine-grained
intents than the three coarse intents we use in this work, and authors may know precisely
which paragraph or lines in the reference paper to cite. The input contents related to
reference papers can be other paragraphs and should not necessarily be the abstract.

We list some citation texts generated by our best model in Table 8. For the generated
Background citation text, our model captures the main finding of the reference paper and
takes it as the citation text. For the generated Method citation text, our model recognizes
the experimental method used in the reference paper and finds how this method can be
applied to the citing paper. Moreover, for the generated ResultComparison, our model
compares the findings of the two papers and generates the citation text. However, the
generated ResultComparison citation text is slightly unfluent due to the redundant words
“in 3D space”. More examples of generated citation texts are shown in Supplementary
Materials [40–57].

Table 8. Examples of generated citation texts.

Citing paper title: “Exogenous orienting of crossmodal attention in 3-D space: Support for a depth-aware crossmodal attentional
system” [58]

Citing paper abstract: “The aim of the present study was to investigate exogenous crossmodal orienting of attention in
three-dimensional (3-D) space. Most studies in which the orienting of attention has been examined in 3-D space concerned either
exogenous intramodal or endogenous crossmodal attention. Evidence for exogenous crossmodal orienting of attention in depth is
lacking. Endogenous and exogenous attention are behaviorally different, suggesting that they are two different mechanisms. We
used the orthogonal spatial-cueing paradigm and presented auditory exogenous cues at one of four possible locations in near or far
space before the onset of a visual target. Cues could be presented at the same (valid) or at a different (invalid) depth from the target
(radial validity), and on the same (valid) or on a different (invalid) side (horizontal validity), whereas we blocked the depth at
which visual targets were presented. Next to an overall validity effect (valid RTs < invalid RTs) in horizontal space, we observed an
interaction between the horizontal and radial validity of the cue: The horizontal validity effect was present only when the cue and
the target were presented at the same depth. No horizontal validity effect was observed when the cue and the target were presented
at different depths. These results suggest that exogenous crossmodal attention is depth-aware, and they are discussed in the context
of the supramodal hypothesis of attention.”
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Table 8. Cont.

Reference paper title: “Spatial cuing in a stereoscopic display: Evidence for a depth-aware attentional focus.” [59]

Reference paper abstract: “Two experiments were conducted to explore whether attentional selection occurs in depth, or whether
attentional focus is depth blind, as suggested by Ghiradelli and Folk (1996). In Experiment 1, observers viewed stereoscopic
displays in which one of four spatial locations was cued. Two of the locations were at a near-depth location and two were at a
far-depth location, and a single target was presented along with three distractors. The results indicated a larger cost in reaction time
for switching attention in x,y and depth than in x,y alone, supporting a depth-aware attentional spotlight. In Experiment 2, no
distractors were present, similar to the displays used by Ghiradelli and Folk. In this experiment, no effect for switching attention in
depth was found, indicating that the selectivity of attention in depth depends on the perceptual load imposed on observers by the
tasks and displays.”

Original Citation Text: “Our findings are in line with the results from studies in which exogenous intramodal orienting of
attention was investigated in 3-D space #REF.”

Generated Citation Texts

Intent: Background
“It has been shown that attentional selection in depth depends on the perceptual load imposed on observers by the tasks and
displays #REF.”

Intent: Method
“We used the orthogonal spatial cueing paradigm #REF to investigate the spatial-cueing of attention in 3-D space.”

Intent: ResultComparison
“Our findings are consistent with previous studies in which the orienting of attention in 3D space has been examined in 3-D space
#REF.”

6. Conclusions and Future Work

This paper introduces the concept of intent-controllable citation text generation to
increase the effectiveness and flexibility of citation text generation. Not only does the
introduced concept give more author-centered paper-writing assistance than existing
studies, but it also provides a handy way to customize citation text generation models for
various fields by leveraging the characteristic of citation intents and pre-trained sequence-
to-sequence models. The experimental results demonstrate that by incorporating citation
intent, the fine-tuned models can generate relevant citation texts that satisfy the specified
citation intents, even when only a little information from the citing paper is available.

The flexibility of our method may be expanded by collecting data with more categories
of citation intent. Our approach may generate more diverse citation texts based on the
data with more citation intent categories. Moreover, to mitigate this limitation, we will also
investigate other attributes of the citation text with different citation intents in future work
and use them as control codes. We also believe that if the authors provide the most relevant
paragraph of the reference paper that they want to cite, it can help the model generate more
accurate citation texts, satisfying the authors’ needs.

Currently, there is no large-scale dataset composed of citation text and its correspond-
ing most relevant paragraph data pairs to train the model due to the highly professional
annotation process. Therefore, the question of how to efficiently build such a dataset is also
a challenging problem. To help the author use the automatic citation text generation func-
tion more conveniently, in future work, we will build a complete web service or integrate
this function into existing writing tools.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/math10101763/s1, Table S1: Example of generated citation texts.
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