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#### Abstract

In this paper, some myths associated to the initial condition problem are studied and demystified. It is shown that the initial conditions provided by the one-sided Laplace transform are not those required for Riemann-Liouville and Caputo derivatives. The problem is studied and solved with generality as well as applied to continuous-time fractional autoregressive-moving average systems.
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## 1. Introduction

The initial condition (IC) problem, often, gives rise to great discussion, mainly because there are several misconceptions on the subject. We are going to try to clarify the situation, to distinguish IC problem from others, such as extrapolation or prediction.

The Heaviside operational procedure [1-3], gathering the IC problem, motivated the search for its analytical justification [4]. Among the many attempts, it is very interesting to highlight Bromwich's approach that was based on the inverse Laplace transform, considered, at the time, as a formulation of the Laplace transform (LT) in the complex plane [5]. It was not until 1926 that P. Lévy showed that what is now called the Bromwich integral was really the inverse LT. Bromwich devised a procedure to insert the required IC [5]. Parallely, Carson presented a similar development, but based on the slightly modified LT, the Laplace-Carson transform (it reappeared recently with another name) [6-8]. Van der Pol [9] presented a methodology that synthesized the Bromwich and Carson procedures, having as a base the two-sided (bilateral) LT. They not only gave theoretical justification for Heaviside's method, but also introduced a simple way of inserting the IC. Regardless of these approaches, Doetsch departed from the unilateral (U) LT and presented a coherent mathematical development [10]. His book won the preference of most researchers, and his methodology continues to be followed by many mathematicians and, even, physicists and engineers, who are unaware of bilateral (B) LT. According to the derivative property of the ULT, the transform of a derivative (integer order) depends on terms involving the derivatives of the function at hand taken at $t=0^{+}$. This has given rise to many discussion papers by electrical engineers that called attention to the fact that the IC comes from the past, not from the future. Consequently, a modification in the LT was required [11-13]. With that, the ULT became like a standard for introducing the IC. However, in Fractional Calculus (FC) applications, the Doetsch procedure remains in use, leading to two well-known expressions for the Riemann-Liouville (RL) and Caputo (C) derivatives [14-17]. Several authors noted the dissatisfaction caused by this use and proposed alternatives [18-23].

In this paper, we make a revision of the IC concept and introduce a clear distinction between the IC problem and another, very similar one, which is frequently confused with it $[20,23,24]$. To this end, we call attention to certain myths and misconceptions that we
often find in the FC literature and that are related to forgetting the past, a contradiction given the characteristic associated with fractional operators: having a large memory. This is, to remark, that the "beginning" is not at $t=0$. This is merely a reference instant. Among the myths, we pay special attention to the question of the initial conditions associated with the derivatives of RL and C. We will show that the natural IC required by such derivatives are not those introduced by the one-sided LT [25]. These are incoherent.

To introduce a clarification of the problem at hand, we make a small digression through the notion of a system and a few of its properties. We define relaxed system and its associated IC, which are the basis for our main problem. We consider the alternative $0^{+}$vs. $0^{-}$, for defining the IC. To solve the IC problem, we start with the continuous-time integer order autoregressive-moving average (ARMA) systems, highlighting the role of the "jump formula", namely in avoiding discontinuities. For solving the problem for the fractional (F) ARMA systems, we use the fractional jump formula we introduced earlier [22,25]. To verify the correctness and coherence of the resulting formulae, we highlight the consistency with respect to a state-variable formulation, namely the "observable canonical form". Through a well-known problem, we made a distinction between the IC and the extrapolation/prediction problems.

The paper is outlined as follows. A brief introduction to FC is done in Section 2. In Section 3, some myths and contradictions in FC are considered. In particular, we study the IC associated with the RL and C derivatives (Section 3.2). The IC problem is clearly formulated and solved for FARMA systems, through the use of a fractional jump formula in Section 4. In Section 4.6, we establish a difference between the IC and extrapolation/prediction problems. Finally, we present some conclusions (Section 5).

## Remark 1.

- Let $\alpha>0$. The analytic function defined by

$$
E_{\alpha}(z)=\sum_{n=0}^{\infty} \frac{z^{n}}{\Gamma(n \alpha+1)}, \quad z \in \mathbb{C},
$$

is the Mittag-Leffler function (MLF). A particular case, very important in FC, is what we will call causal MLF (CMLF) given by

$$
\begin{equation*}
\mathcal{E}_{\alpha}(t, a)=\sum_{n=0}^{\infty} a^{n} \frac{t^{n \alpha}}{\Gamma(n \alpha+1)} u(t) \tag{1}
\end{equation*}
$$

where $u(t)$ is the Heaviside unit step.

- The bilateral Laplace transform is defined by

$$
\begin{equation*}
\mathcal{L} f(t)=\int_{-\infty}^{\infty} f(t) e^{-s t} \mathrm{~d} t, \quad s \in \mathbb{C} . \tag{2}
\end{equation*}
$$

## 2. On the Fractional Derivatives

Systems described by fractional differential equations are becoming increasingly adopted in the 21st century, for modelling many natural and man-made phenomena [26-34]. In fact, we are currently dealing with phenomena that require a modelling beyond traditional tools. Fractional derivatives give us the possibility to mathematically express new forms of behaviour that are difficult to model with integer order derivatives. However, the success of fractional calculus has not been achieved peacefully, since its inception. In fact, from its first conception by Liouville (1832) [35,36], many problems arose and prevented its immediate acceptance. Liouville could not find a simple way of expressing a function in terms of exponentials that were the basis for their findings, since, at that time, the inverse Laplace transform was unknown. Anyway, the main definitions we find today are based on the formulae presented by Liouville, mainly the Riemann-Liouville [14], (Gerasimov, Dzherbashian)-Caputo [15,37], and Grünwald-Letnikov [14] definitions. How-
ever, and based on these derivatives, new ones have been proposed alongside these, such as Hadamard's [15], Marchaud's [14], or Hilfer's [17]. Consequently, the number of currently existing fractional derivatives (FDs) is very high, which has become the biggest obstacle for the diffusion of FC in science and engineering. Trying to introduce a systematisation in the field, Oliveira and Machado, first, and Teodoro et al., more recently [38,39], listed many operators and introduced a classification, according to some specified criteria. However, several among the described operators cannot be considered as FD in agreement to the appropriate criteria proposed in [40]. This implies, first of all, that we establish a clear distinction between FD and other associated operators. A FD is a generalization of the classic derivative for any real (or complex) order (we will treat only constant order cases [41]). Given an FD of order $\alpha>0$ there may be its right inverse that we call anti-derivative. This is important, to avoid confusion with the designation "fractional integral", which may be applied to many operators that cannot be considered derivatives, even of negative orders. Anyway, the number of FD is high enough to create difficulties for those who intend to make applications in science or engineering. Recently, a new way at looking into the difficulty was proposed in [42]. Basically, we classify the derivatives according to:

1. Shift-invariant (unified fractional derivative) [43]
(a) Causal/anti-causal

- Grünwald-Letnikov $[14,44]$

$$
\begin{equation*}
D_{+}^{\alpha} f(t):=\lim _{h \rightarrow 0^{+}} h^{-\alpha} \sum_{n=0}^{+\infty} \frac{(-\alpha)_{n}}{n!} f(t-n h) . \tag{3}
\end{equation*}
$$

where $(-\alpha)_{n}$ is the Pochhamer representation for the raising factorial:

$$
(-a)_{n}=\prod_{k=0}^{n-1}(-\alpha+k)
$$

with $(-a)_{0}=1$.

- Liouville $[14,44]$

$$
\begin{equation*}
D_{+}^{\alpha} f(t)=\frac{1}{\Gamma(N-\alpha)} \frac{\mathrm{d}^{N}}{\mathrm{~d} t^{N}} \int_{0}^{\infty} f(t-\tau) \tau^{N-\alpha-1} \mathrm{~d} \tau \tag{4}
\end{equation*}
$$

with $N-1<\alpha \leq N$.

- Liouville-Caputo [33,44]

$$
\begin{equation*}
D_{+}^{\alpha} f(t)=\frac{1}{\Gamma(N-\alpha)} \int_{-\infty}^{t} f^{(N)}(\tau)(t-\tau)^{N-\alpha-1} \mathrm{~d} \tau \tag{5}
\end{equation*}
$$

with $N-1<\alpha \leq N$.
(b) Bilateral
$D_{\theta}^{\alpha} f(t):=\lim _{h \rightarrow 0^{+}} h^{-\alpha} \sum_{n=-\infty}^{+\infty}(-1)^{n} \frac{\Gamma(\alpha+1)}{\Gamma\left(\frac{\alpha+\theta}{2}-n+1\right) \Gamma\left(\frac{\alpha-\theta}{2}+n+1\right)} f(t-n h)$,
where $\alpha$ is the derivative order and $\theta$ the asymmetry parameter.

- Riesz potential/derivative $(\theta=0)$ [43]
- Feller potential/derivative $(\theta=1)$ [43]

2. Scale-invariant

- Hadamard [14]
- Quantum [45]

Here, we are interested in studying causal systems, hence defined by causal derivatives. The most popular are Riemann-Liouville (RL) and Caputo, (C) [16,17,33,44] which are particular cases of Liouville (L) and Liouville-Caputo (LC), obtained for functions defined in intervals, $[a, b] \in \mathbb{R}$. They are what we can name two-step derivatives, which are usually expressed by

$$
\begin{equation*}
{ }^{R L} D_{a+}^{\alpha} f(t)=\frac{1}{\Gamma(N-\alpha)} \frac{\mathrm{d}^{N}}{\mathrm{~d} t^{N}} \int_{a}^{t} f(\tau)(t-\tau)^{N-\alpha-1} \mathrm{~d} \tau, \quad t>a \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
{ }^{C} D_{a+}^{\alpha} f(t)=\frac{1}{\Gamma(N-\alpha)} \int_{a}^{t} f^{(N)}(\tau)(t-\tau)^{N-\alpha-1} \mathrm{~d} \tau, \quad t>a \tag{8}
\end{equation*}
$$

respectively.
Multiple-step derivatives can be defined as combinations of RL and C. This is the case of the Davidson and Essex, Cavanati, and Hilfer derivatives [42].

Any of these derivatives can be used to define differential equations, linear or nonlinear, and the corresponding general solutions depend on some IC. In the derivative definitions, there is nothing that tells us which IC are required. This depends, surely, on the structure of the system at hand [22]. It is important to note that, from the bilateral Laplace transform (BLT) [25] point of view, all the causal derivatives above referred to are equivalent and verify

$$
\begin{equation*}
\mathcal{L} D_{+}^{\alpha} f(t)=s^{\alpha} \mathcal{L} f(t), \quad \operatorname{Re}(s)>0 . \tag{9}
\end{equation*}
$$

where $\mathcal{L}$ refers to the BLT. No IC appear.

## 3. Some Myths and Contradictions of Fractional Calculus

### 3.1. Methaphysique Derivatives

Many historical introductions to fractional calculus attribute the origin of the idea of the derivative of non-integer order to l'Hôpital, assuming that, in a missing letter to Leibniz, they would ask "what if $n=1 / 2$ ?" This would motivate Leibniz to reply, in a letter dated 30 September 1695: It will be an apparent paradox, from which one day useful consequences will be drawn. However, as S. Dugowson [46] points out, there is no evidence that such a letter ever existed. Furthermore, he attributes the origin of the idea exactly to Leibniz himself in a letter to J. Bernoulli, sent on 28 February 1695, where the designation "metaphysical derivatives" appears, for the first time. Furthermore, they continued the discussion in subsequent letters. Liouville [35], also, attributed the idea to Leibniz and presented, for the first time, some derived definitions. One of these was, incorrectly, called the Caputo derivative.

The idea of "methaphysique derivatives" was recovered by S. Dugowson, who titled his Ph.D. thesis "Les différentielles métaphysiques", due to the appearance of some "abnormal" results. In fact, and for the RL case, there is a well-known formula for the derivative of the power function [14]:

$$
\begin{equation*}
{ }^{R L} D^{\alpha}\left[t^{\beta}\right]=\frac{\Gamma(\beta+1)}{\Gamma(\beta-\alpha+1)} t^{\beta-\alpha}, \quad t>0 \tag{10}
\end{equation*}
$$

where $\beta>-1$. With $\alpha=1 / 2$, we obtain

$$
\begin{equation*}
\frac{d^{1 / 2}}{d t^{1 / 2}}\left[t^{-1 / 2}\right]=0, \quad \frac{d^{1 / 2}}{d t^{1 / 2}}[1]=\frac{1}{\sqrt{\pi t}}, \quad \frac{d^{1 / 2}}{d t^{1 / 2}}[t]=\sqrt{\frac{t}{\pi}} \tag{11}
\end{equation*}
$$

These "strange" results led B. West [47] to write "These three fractional derivatives alert us to the fact that we have entered into a world in which the rules for quantitative analysis are different from what we have always believed, but they are not arbitrary. It remains to be seen if this mathematical world can explain the complexity of the physical, biological and social worlds in which we live".

It is interesting to note how many people accept the above results, without questioning them, which means that they are entering a really different world, with its own rules that can go against the usual laws. Furthermore, B. West adds "of course, neither of these curious findings is consistent with the ordinary calculus and has to do with the nonlocal nature of fractional derivatives". In fact, these results are not coherent with the ordinary calculus, since they express a partial view, like a torn photo. This is the result of forgetting the nonlocal characteristics of the FC, mainly from the past, from which nothing is said. Such a fact is very strange, since we know that the fractional derivatives are nonlocal. Therefore, the past is important.

To obtain the complete picture, consider that we take a fractional derivative defined on $\mathbb{R}$ [48]. To be coherent, we can use the forward Liouville derivative, from which the RL is a particular case. Let $u(t)$ be the Heaviside function and rewrite the Equation (10) as

$$
\begin{equation*}
{ }^{L} D^{\alpha}\left[t^{\beta} u(t)\right]=\frac{\Gamma(\beta+1)}{\Gamma(\beta-\alpha+1)} t^{\beta-\alpha} u(t), \quad t \in \mathbb{R} \tag{12}
\end{equation*}
$$

with the help of distribution theory, the validity of this formula can be extended for any $\alpha, \beta \in \mathbb{R}[44]$. It is not a difficult task to show that

$$
\begin{equation*}
D^{\alpha} u(t)=\frac{t^{-\alpha}}{\Gamma(1-\alpha)} u(t) \tag{13}
\end{equation*}
$$

is valid for any real $\alpha$ and for Grünwald-Letnikov, Liouville, and Liouville-Caputo derivatives [44,48]. Anyway, if we let $\delta(t)=D u(t)=\frac{t^{-1}}{\Gamma(0)}$ [49] and consider the above-used pair, $\alpha=-\beta=\frac{1}{2}$, we obtain

$$
\begin{align*}
\frac{d^{1 / 2}}{d t^{1 / 2}}\left[t^{-1 / 2} u(t)\right] & =\frac{\Gamma\left(\frac{1}{2}\right)}{\Gamma(0)} t^{-1}=\sqrt{\pi} \delta(t) \\
\frac{d^{1 / 2}}{d t^{1 / 2}} u(t) & =\frac{1}{\sqrt{\pi t}} u(t)  \tag{14}\\
\frac{d^{1 / 2}}{d t^{1 / 2}}[t u(t)] & =\sqrt{\frac{t}{\pi}} u(t)
\end{align*}
$$

These relations show the complete picture cut in Equation (10).
It can be shown that the RL and C derivatives of the Heaviside unit step are as follows

1. Riemann-Liouville derivative

$$
{ }^{R L} D_{+}^{\alpha} u(t)=\left\{\begin{array}{ll}
\frac{1}{\Gamma(1-\alpha)} \frac{d}{d t} \int_{0^{+}}^{t} u(\tau)(t-\tau)^{-\alpha} \mathrm{d} \tau & t \geq 0 \\
\text { undefined } & t<0
\end{array}= \begin{cases}\frac{t^{-\alpha}}{\Gamma(1-\alpha)} & t \geq 0 \\
\text { undefined } & t<0\end{cases}\right.
$$

2. Caputo derivative

This case must be studied with care. If the integration starts at $0^{+}$, as usually done, $u^{\prime}(t)=0$

$$
{ }^{C} D_{+}^{\alpha} u(t)=\left\{\begin{array}{ll}
\frac{1}{\Gamma(1-\alpha)} \int_{0^{+}}^{t} \frac{d u(\tau)}{d \tau}(t-\tau)^{-\alpha} \mathrm{d} \tau & t \geq 0 \\
\text { undefined } & t<0
\end{array}= \begin{cases}0 & t \geq 0 \\
\text { undefined } & t<0\end{cases}\right.
$$

The derivative of the unit step being zero is a negative result that was used in [50], to show that the Caputo derivative is useless for modelling circuits with fractional capacitors, since the results are contradicted by laboratory experiments.

This has a connection with a phrase we find frequently, the "Caputo (C) derivative has the advantage that its derivative of a constant is zero, while the Riemann-Liuville derivative (RL) is not zero", see [33,51,52]

$$
\begin{equation*}
{ }^{C} D^{\alpha}[1]=0 \tag{15}
\end{equation*}
$$

together with Equation (11). Therefore, and as seen above, there is great confusion between the constant function and the Heaviside unit step: they share the future, but have different pasts.

### 3.2. RL and C Initial Conditions

### 3.2.1. Incoherences

The solution of the linear constant coefficient, defined in terms of RL or C derivatives, is, frequently, obtained by using ULT that are stated as $[53,54]$

$$
\begin{equation*}
\mathcal{L}\left[R L D^{\alpha} f(t)\right]=s^{\alpha} F(s)-\sum_{k=0}^{N-1} s^{k} D^{\alpha-k-1} f\left(0^{+}\right) \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{L}\left[{ }^{C} D^{\alpha} f(t)\right]=s^{\alpha} F(s)-\sum_{k=0}^{N-1} s^{\alpha-k-1} D^{k} f\left(0^{+}\right), \tag{17}
\end{equation*}
$$

where $N=\lceil\alpha\rceil$. These relations describe the usual approach, to introduce the IC to solve differential equations. Since, the IC associated with the $C$ derivative are expressed as integer order derivatives, this has been the reason for the preference given to it. However, these relations lead to several contradictions.

To understand what is at stake, consider a linear system defined by the following differential equation [25]:

$$
\begin{equation*}
D^{2 \alpha} f(t)+a D^{\alpha} f(t)+b f(t)=0, \quad t>0 \tag{18}
\end{equation*}
$$

where $a, b \in \mathbb{R}$ and $0<\alpha<1$. We want to compute the output $f(t)$ for $t>0$, using the unilateral Laplace transform (ULT) with the RL or C derivatives. In both cases, we have to treat two different cases, corresponding to $\alpha \leq 1 / 2$ and to $\alpha>1 / 2$. For solving the Equation (18), the following IC are involved

$$
\begin{array}{lll}
U L T-R L: & f^{(\alpha-1)}\left(0^{+}\right) & \text {if } \alpha \leq \frac{1}{2} \\
U L T-R L: & f^{(\alpha-1)}\left(0^{+}\right), f^{(2 \alpha-1)}\left(0^{+}\right), f^{(2 \alpha-2)}\left(0^{+}\right) & \text {if } \frac{1}{2}<\alpha \leq 1  \tag{19}\\
U L T-C: & f\left(0^{+}\right) & \text {if } \alpha \leq \frac{1}{2} \\
U L T-C: & f\left(0^{+}\right), f^{\prime}\left(0^{+}\right) & \text {if } \frac{1}{2}<\alpha \leq 1 .
\end{array}
$$

For another comparison, let us introduce two state variables $v_{1}(t)=f(t)$ and $v_{2}(t)=D^{\alpha} f(t)$, so that Equation (18), with $g(t)=0$, can be rewritten as

$$
\left[\begin{array}{l}
D^{\alpha} v_{1}(t)  \tag{20}\\
D^{\alpha} v_{2}(t)
\end{array}\right]=\left[\begin{array}{rr}
0 & 1 \\
-b & -a
\end{array}\right]\left[\begin{array}{l}
v_{1}(t) \\
v_{2}(t)
\end{array}\right], \quad t>0 .
$$

Let $v=\left[\begin{array}{l}v_{1}(t) \\ v_{2}(t)\end{array}\right]$. To solve state Equation (20), using the above procedure, we only need the following IC

$$
\begin{array}{lll}
U L T-R L: & \boldsymbol{v}^{(\alpha-1)}\left(0^{+}\right) \\
U L T-C: & \boldsymbol{v}\left(0^{+}\right) & 0<\alpha \leq 1,
\end{array}
$$

respectively, or, attending to the definition of the vector $v$, the following IC are required.

$$
\begin{array}{lll}
\text { ULT - RL: } & f^{(\alpha-1)}\left(0^{+}\right), f^{(2 \alpha-1)}\left(0^{+}\right) & \text {if } 0<\alpha \leq 1 \\
\text { ULT-C: } & f\left(0^{+}\right), f^{(\alpha)}\left(0^{+}\right) & \text {if } 0<\alpha \leq 1 \tag{21}
\end{array}
$$

As observed, there is an evident contradiction between Equations (19) and (21).

### 3.2.2. Outfit Results

Consider the differential equation

$$
\begin{equation*}
D^{\alpha} f(t)+A f(t)=0 A \in \mathbb{R}, t>0 \tag{22}
\end{equation*}
$$

where $D^{\alpha}$ represents either RL or C derivatives. We are going to obtain a modified version, so that it accommodates the IC.

Theorem 1. Let $\alpha>0$. The solution of the equation

$$
\begin{equation*}
{ }^{R L} D^{\alpha} f(t)-f(0) \frac{t^{-\alpha}}{\Gamma(-\alpha+1)}+A f(t)=0 A \in \mathbb{R} \tag{23}
\end{equation*}
$$

is given aside a constant by the $C M L F, \mathcal{E}_{\alpha}(t)$,

$$
\begin{equation*}
f(t)=f(0) \mathcal{E}_{\alpha}(t,-A)=f(0) \sum_{n=0}^{\infty}(-1)^{n} A^{n} \frac{t^{n \alpha}}{\Gamma(n \alpha+1)} u(t) . \tag{24}
\end{equation*}
$$

Proof. Firstly, assume that the solution of Equation (22) has the form:

$$
\begin{equation*}
f(t)=\sum_{n=0}^{\infty} a_{n} \frac{t^{n \alpha}}{\Gamma(n \alpha+1)} u(t) \tag{25}
\end{equation*}
$$

where the series is uniformly convergent in $[0, t]$. Using Equation (10)

$$
{ }^{R L} D^{\alpha}\left[\frac{t^{n \alpha}}{\Gamma(n \alpha+1)}\right]=\frac{t^{(n-1) \alpha}}{\Gamma((n-1) \alpha+1)}, \quad t>0
$$

so that,

$$
\begin{equation*}
{ }^{R L} D^{\alpha} f(t)=f(0) \sum_{n=0}^{\infty} a_{n+1} \frac{t^{n \alpha}}{\Gamma(n \alpha+1)} u(t)+a_{0} \frac{t^{-\alpha}}{\Gamma(-\alpha+1)} u(t) \tag{26}
\end{equation*}
$$

Substituting Equations (25) and (26) into Equation (22) and setting $a_{0}=f(0)$, we get

$$
a_{n+1}=-A a_{n}, \quad n=0,1,2, \cdots
$$

which leads to Equation (24). A non-compensated term, $a_{0} \frac{t^{-\alpha}}{\Gamma(-\alpha+1)} u(t)$, appears. It has to be removed.

Therefore,

- The CMLF solves Equation (22) for the RL derivative,
- The natural IC is $f(0)$ which originates the appearence of the term ${ }^{R L} D^{\alpha} u(t)=$ $f(0) \frac{t^{-\alpha}}{\Gamma(-\alpha+1)} u(t)$ in contradiction with Equation (16),
- Relation Equation (23) can be written as

$$
\begin{equation*}
{ }^{R L} D^{\alpha}[f(t)-f(0) u(t)]+A f(t)=0 \quad t \geq 0 \tag{27}
\end{equation*}
$$

which is very interesting and will be reconsidered later.
Now, let us repeat the reasonning for the C derivative. We have:

Theorem 2. Let $\alpha>0$. The solution of the equation

$$
\begin{equation*}
{ }^{C} D^{\alpha} f(t)+A f(t)=0 \quad A \in \mathbb{R}, t \geq 0, \tag{28}
\end{equation*}
$$

is given by the function

$$
\begin{equation*}
f(t)=a_{0}+\sum_{n=1}^{\infty}(-1)^{n} A^{n} \frac{t^{n \alpha}}{\Gamma(n \alpha+1)}, \quad t \geq 0 \tag{29}
\end{equation*}
$$

where $a_{0}$ is an undetermined constant.
Proof. The proof is similar to the followed above. Using the derivation rules of the power function, we get

$$
{ }^{C} D^{\alpha} \sum_{n=0}^{\infty} a_{n} \frac{t^{n \alpha}}{\Gamma(n \alpha+1)}=\sum_{n=0}^{\infty} a_{n+1} \frac{t^{n \alpha}}{\Gamma(n \alpha+1)}, t>0
$$

which, inserted in Equation (28), leads to

$$
a_{n+1}=-A a_{n}, \quad n=0,1,2, \cdots
$$

but $a_{0}$ is indetermined. It can be set equal to $f(0)$, but any other value can be used. This result enters in contradiction with Equation (17).

In this case, the non-compensated term does not appear (it is zero), but this originates an indeterminacy.

To continue, we return back to equation

$$
D^{2 \alpha} f(t)+a D^{\alpha} f(t)+b f(t)=0, \quad t>0,
$$

and try to solve it using the procedure above used. Therefore, let $\alpha \leq 1$ and assume that $f(t)$ is, again, given by a series, as in Equation (25), and attend to Equation (26) to obtain

$$
{ }^{R L} D^{\alpha} f(t)=\sum_{n=0}^{\infty} \gamma_{n+1} \frac{t^{n \alpha}}{\Gamma(n \alpha+1)}+\gamma_{0} \frac{t^{-\alpha}}{\Gamma(-\alpha+1)}, \quad t>0,
$$

and

$$
{ }^{R L} D^{2 \alpha} f(t)=\sum_{n=0}^{\infty} \gamma_{n+2} \frac{t^{n \alpha}}{\Gamma(n \alpha+1)}+\gamma_{0} \frac{t^{-2 \alpha}}{\Gamma(-2 \alpha+1)}+\gamma_{1} \frac{t^{-\alpha}}{\Gamma(-\alpha+1)} \quad t>0
$$

that, when inserted into the equation, lead to

$$
\begin{aligned}
& \sum_{n=0}^{\infty} \gamma_{n+2} \frac{t^{n \alpha}}{\Gamma(n \alpha+1)}+\gamma_{0} \frac{t^{-2 \alpha}}{\Gamma(-2 \alpha+1)}+\gamma_{1} \frac{t^{-\alpha}}{\Gamma(-\alpha+1)}+ \\
& a \sum_{n=0}^{\infty} \gamma_{n+1} \frac{t^{n \alpha}}{\Gamma(n \alpha+1)}+a \gamma_{0} \frac{t^{-\alpha}}{\Gamma(-\alpha+1)}+b \sum_{n=0}^{\infty} \gamma_{n} \frac{t^{n \alpha}}{\Gamma(n \alpha+1)}=0, \quad t>0
\end{aligned}
$$

If we remove the negative power terms (that are a function of the IC), we deduce that

$$
\gamma_{n+2}=-a \gamma_{n+1}-b \gamma_{n}, \quad n=0,1,2, \cdots
$$

needs the IC $\gamma_{0}$ and $\gamma_{1}$, which are the coefficients of the negative power terms. Therefore, Equation (18) is transformed into

$$
D^{2 \alpha} f(t)-\gamma_{0} \frac{t^{-2 \alpha}}{\Gamma(-2 \alpha+1)}-\gamma_{1} \frac{t^{-\alpha}}{\Gamma(-\alpha+1)}+a D^{\alpha} f(t)-a \gamma_{0} \frac{t^{-\alpha}}{\Gamma(-\alpha+1)}+b f(t)=g(t), \quad t>0
$$

that can be rewritten as

$$
\left[D^{2 \alpha} f(t)-\gamma_{0} D^{2 \alpha} u(t)-\gamma_{1} D^{2 \alpha} \frac{t^{\alpha}}{\Gamma(\alpha+1)}\right]+a\left[D^{\alpha} f(t)-\gamma_{0} D^{\alpha} u(t)\right]+b f(t)=g(t), \quad t>0
$$

leading to

$$
\begin{equation*}
D^{2 \alpha}\left[f(t)-\gamma_{0} u(t)-\gamma_{1} \frac{t^{\alpha} u(t)}{\Gamma(\alpha+1)}\right]+a\left[D^{\alpha} f(t)-\gamma_{0} u(t)\right]+b f(t)=g(t), \quad t>0 \tag{30}
\end{equation*}
$$

For the C derivative, it is a simple task to see that

$$
{ }^{C} D^{\alpha} f(t)=\sum_{n=0}^{\infty} \gamma_{n+1} \frac{t^{n \alpha}}{\Gamma(n \alpha+1)}, \quad t>0
$$

and

$$
{ }^{C} D^{2 \alpha} f(t)=\sum_{n=0}^{\infty} \gamma_{n+2} \frac{t^{n \alpha}}{\Gamma(n \alpha+1)}, \quad t>0
$$

that, when inserted into the equation, give

$$
\sum_{n=0}^{\infty} \gamma_{n+2} \frac{t^{n \alpha}}{\Gamma(n \alpha+1)}+a \sum_{n=0}^{\infty} \gamma_{n+1} \frac{t^{n \alpha}}{\Gamma(n \alpha+1)}+b \sum_{n=0}^{\infty} \gamma_{n} \frac{t^{n \alpha}}{\Gamma(n \alpha+1)}=0, \quad t>0
$$

and again

$$
\gamma_{n+2}=-a \gamma_{n+1}-b \gamma_{n}, \quad n=0,1,2, \cdots
$$

while letting $\gamma_{0}$ and $\gamma_{1}$ be indetermined. However, setting $\gamma_{0}=f(0)$ and $\gamma_{1}=D^{\alpha} f(0)$ seems to be the natural solution.

We conclude that:

1. We need two IC, independently of $\alpha>1 / 2$ or not.
2. Instead of the IC used in the previous sub-section, we need $f(0)$ and $D^{\alpha} f(0)$, for both RL and $C$ derivatives.
Both these facts contradict the usual procedures.

## 4. Redefining the Problem

### 4.1. Systems and Differential Equations

The designation system is widely used in different areas of science and engineering, although not always with the same meaning. In systems theory, we designate, by system, an entity that performs a given task. Its nature can be diverse-a machine or a company, a biological structure or a computer program, a circuit (of any fluid) or a communication system, etc. A system can, also, be a combination of these entities, interacting with each other to perform its objective. Traditionally, such entities were physical objects that could have a mathematical representation, called a model. For example, the differential equation

$$
\begin{equation*}
\frac{y(t)}{d t}+a y(t)=x(t), \quad t \in \mathbb{R} \tag{31}
\end{equation*}
$$

is the model for a lowpass RC circuit or for the speed of a ball on a pool table. However, in the last 50 years, circumstances have changed, due to the action of signal processing and the spread of microprocessors, first, and computers, later, which allowed the implementation, in real time, of many mathematical algorithms, leading to the replacement of hardware-based systems by software-based equivalents. Therefore, the model itself became a system, and today we use the designations "model" and "system" interchangeably, when referring to the mathematical representation or its computational implementation. Next, we will use "system" with this expanded meaning. Systems react to input (stimulus) actions by providing outputs, according to their goals. Both input and output mathematical
representations are functions that we call signals. Next, we will assume that our signals are piecewise continuous bounded functions, defined in $\mathbb{R}$.

Definition 1. A system is defined, mathematically, as an application in the set of signals, that is, a transformation of a signal, $x(t)$, into another one, $y(t)$.

Let $T[$.$] be an operator that symbolically represents such a transformation, then$

$$
\begin{equation*}
y(t)=T[x(t)] \tag{32}
\end{equation*}
$$

$x(t)$ is the input or excitation and $y(t)$ is the output or response.
If a system does not produce an output before the application of an input, we say that it is a causal (not anticipatory) system. Therefore, the output of a causal system depends on previous inputs and outputs (memory) as well as actual input. If a system depends on future, instead of past, memories, it is called anti-causal.

Definition 2. A system is at rest or relaxed, in a given (non empty) time interval, if it is static, meaning that it has no dynamic behaviour: both input and output are null.

It is, what we can call, a switched-off system. However, this does not mean that its internal components are empty: we may have accumulated "energy" that manifests itself in the output, when we turn on the system. These are the initial conditions. For example: a closed tank with water, a charged capacitor inserted in an open circuit, a compressed spring, a suspended body, and so on. These systems have non-null IC, which manifests their existence, when we restart (switch-on) using the systems.

Definition 3. We define the initial conditions of a relaxed system as the effects of past inputs and outputs accumulated in the system, which originate a corresponding output, when the system is activated.

When the system is not relaxed, the associated problem is different: it is an extrapolation or prediction problem, in the sense pointed out by Kolmogorov [55] and Wiener [56]. Later, we will return to the subject.

## 4.2. $0^{+}$or $0^{-}$?

Most interesting systems are defined by (fractional) differential equations. In the following, we shall be concerned with linear systems defined by the fractional autoregressivemoving average model [57]. The equations used in the above section are particular cases. The standard definition of derivative is

$$
\begin{equation*}
D f(t)=f^{\prime}(t)=\lim _{h \rightarrow 0} \frac{f(t)-f(t-h)}{h} \tag{33}
\end{equation*}
$$

or

$$
\begin{equation*}
D f(t)=f^{\prime}(t)=\lim _{h \rightarrow 0} \frac{f(t+h)-f(t)}{h} \tag{34}
\end{equation*}
$$

where we assume $h \in \mathbb{R}^{+}$. As it is obvious, the first is causal, contrarily to the second, which is anti-causal. Consider the differential equation

$$
\frac{d y(t)}{d t}+a y(t)=\frac{d x(t)}{d t}
$$

that we intend to solve numerically, using Equation (33), by removing the limit computation but using a small $h$. Assume that the input is $x(n h), n=0,1, \cdots$ We have, successively, for $t=0, h, 2 h \ldots$

$$
\begin{aligned}
& y(0)[1+a h]-y(0-h)=x(0)-x(0-h) \rightarrow \mathbf{y}(\mathbf{0})=\frac{\mathbf{y}(\mathbf{0}-\mathbf{h})-\mathbf{x}(\mathbf{0}-\mathbf{h})}{\mathbf{1}+\mathbf{a h}}+\frac{x(0)}{1+a h} \\
& y(h)[1+a h]-y(0)=x(h)-x(0) \rightarrow \mathbf{y}(\mathbf{h})=\frac{\mathbf{y}(\mathbf{0}-\mathbf{h})-\mathbf{x}(\mathbf{0}-\mathbf{h})}{(\mathbf{1}+\mathbf{a h})^{2}}+ \\
& \frac{x(0)}{(1+a h)^{2}}+\frac{x(h)-x(0)}{1+a h} \\
& y(2 h)[1+a h]-y(h)=x(2 h)-x(h) \rightarrow \mathbf{y}(\mathbf{2 h})=\frac{\mathbf{y}(\mathbf{0}-\mathbf{h})-\mathbf{x}(\mathbf{0}-\mathbf{h})}{\left(\mathbf{1 + \mathbf { a h } ) ^ { 3 }}+\right.} \\
& \frac{x(0)}{(1+a h)^{3}}+\frac{x(h)-x(0)}{(1+a h)^{2}}+\frac{x(2 h)-x(h)}{1+a h}
\end{aligned}
$$

For a generic instant $n h$, a term dependent on $x(-h)$ and $y(-h)$ appears. These are the IC and show clearly that they must be taken in the past. When $h$ decreases to 0 , such IC read $x\left(0^{-}\right)$and $y\left(0^{-}\right)$. Now, repeat the procedure with the derivative Equation (34). Assume now that the input is $x(n h), n=0,-1,-2 \cdots$ We have, successively, for $t=0,-h,-2 h \cdots$

$$
y(0)[a h-1]+y(0+h)=x(0+h)-x(0) \rightarrow \mathbf{y}(\mathbf{0})=\frac{\mathbf{x}(\mathbf{0}+\mathbf{h})-\mathbf{y}(\mathbf{0}+\mathbf{h})}{\mathbf{a h}-\mathbf{1}}-\frac{x(0)}{a h-1}
$$

$$
y(-h)[a h-1]+y(0)=x(-h)-x(0) \rightarrow \mathbf{y}(-\mathbf{h})=-\frac{\mathbf{x}(\mathbf{0})-\mathbf{y}(\mathbf{0})}{(\mathbf{a h}-\mathbf{1})^{2}}-\frac{x(-h)}{(a h-1)}-a h \frac{x(0)}{(a h-1)^{2}}
$$

It is no use to continue, since the situation is similar to the previous one. Now, we observe that the IC are $x(h)$ and $y(h)$, and when $h$ decreases to 0 , such IC read $x\left(0^{+}\right)$and $y\left(0^{+}\right)$. This procedure can be repeated for a system involving other derivatives. Therefore, the IC of causal systems must be taken at $t=0^{-}$. This means that most results obtained with $t=0^{+}$may be incorrect.

### 4.3. Another Look at the IC of the Integer Order Systems

Consider a well-known class of systems described by differential equations of the type

$$
\begin{equation*}
\sum_{k=0}^{N} a_{k} D^{k} y(t)=\sum_{k=0}^{M} b_{k} D^{k} x(t) \quad t \in \mathbb{R} \tag{35}
\end{equation*}
$$

where $D^{k}$ means the classic integer $k$-order derivative, and $N, M$ means the orders. The parameters, $a_{k}, b_{k}, k=0,1, \cdots$, are real numbers. Without losing generality, we set $a_{N}=1$. By abuse of language, we will use the designation continuous-time (CT) ARMA systems for this kind of system [58]. They have a large number of applications in engineering, since a long time ago, and have been increasing their importance in economics and finance. The question we face is, again, how to modify the above equation to make the IC appear.

Theorem 3. Consider system (35), which is to be observed for $t \geq 0$, only. The modified formulation, to include the IC, reads

$$
\begin{align*}
\sum_{k=0}^{N} a_{k}[y(t) \cdot u(t)]^{(k)} & =\sum_{k=0}^{M} b_{k}[x(t) \cdot u(t)]^{(k)} \\
& +\sum_{k=1}^{N} a_{k} \sum_{m=0}^{k-1} y^{(m)}(0) \delta^{(k-m)}(t)-\sum_{k=1}^{M} b_{k} \sum_{m=0}^{k-1} x^{(m)}(0) \delta^{(k-m)}(t) \tag{36}
\end{align*}
$$

Proof. Assume that we are not observing the system, until the instant $t=0^{-}$. This means that our observation window is the unit step. Analytically, this is equivalent to multiplying both members of the equation by $u(t)$. We will get terms with the general form $u(t) D^{k} x(t)$. To manipulate the resulting equation, we need to relate $u(t) D^{k} x(t)$ to $D^{k}[x(t) u(t)]$. This is done by the ("saltus") jump formula [59,60]

$$
\begin{equation*}
D^{k}[x(t) u(t)]=D^{k}[x(t)] u(t)+\sum_{n=0}^{k-1} D^{k-1-n} x(0) \delta^{(n)}(t) \tag{37}
\end{equation*}
$$

The result (36) appears, immediately. This new equation involves the IC directly, without any transform.

It is interesting to take a look at Equation (37) and try to understand its action. For $k=1,2, \cdots$, we have, successively

$$
D[x(t)] u(t)=D[x(t) u(t)]-x(0) \delta(t)=D[x(t) u(t)-x(0) u(t)]
$$

meaning that we removed the jump at the origin, resulting from the multiplication by the unit step. Going on:

$$
D^{2}[x(t)] u(t)=D^{2}[x(t) u(t)]-x^{\prime}(0) \delta(t)-x(0) \delta^{\prime}(t)=D\{D[x(t) u(t)-x(0) u(t)]-D x(0) u(t)\}
$$

Again, we removed the jump in the first order derivative. Therefore, the jump formula comes from a recursive removal of the successive jumps resulting from each derivative computation. It is interesting to remark that Equation (36) is almost equal to the formula we obtain using the ULT.

### 4.4. Fractional Order Systems

Returning to Equation (27), we observe that the principle found in the previous subsection remains valid: before doing any derivative computation, we need to remove the jump.

Theorem 4. Consider an increasing sequence of positive real numbers $\gamma_{k}, k=0,1, \cdots, N$. The fractional jump formula reads [22]

$$
\begin{equation*}
f(t)^{\left(\gamma_{N}\right)} \cdot u(t)=[f(t) \cdot u(t)]^{\left(\gamma_{N}\right)}-\sum_{m=0}^{N-1} y^{\left(\gamma_{m}\right)}(0) \delta^{\left(\gamma_{N}-\gamma_{m}-1\right)}(t) . \tag{38}
\end{equation*}
$$

where $f(t)^{\left(\gamma_{k}\right)}$ stands for a fractional derivative defined on $\mathbb{R}: G L, L$, or $L C$.
We must highlight the fact that the $\gamma_{k}, k=0,1, \cdots, N$ sequence is imposed by the particular application at hand, and not by any transform. The fractional jump formula provides a rule for modifying a given differential equation, to make the IC appear explicitly. This can be done, also, in nonlinear equations.

By curiosity, note that, if we use the BLT, we obtain [25]

$$
\begin{equation*}
\mathcal{L}\left[D^{\gamma_{N}} f(t) \cdot \varepsilon(t)\right]=s^{\gamma_{N}} \mathcal{L}[f(t) \cdot \varepsilon(t)]-\sum_{m=0}^{N-1} f^{\left(\gamma_{m}\right)}(0) s^{\gamma_{N}-\gamma_{m}-1} \tag{39}
\end{equation*}
$$

However, this is a consequence of Equation (38), not of the transform. We could use the Fourier transform, also.

Therefore, consider a general FARMA-type system, generalizing Equation (35):

$$
\begin{equation*}
\sum_{k=0}^{N} a_{k} D^{\alpha_{k}} y(t)=\sum_{k=0}^{M} b_{k} D^{\beta_{k}} x(t) \tag{40}
\end{equation*}
$$

where the parameters $\alpha_{k}$ and $\beta_{k}$ are the derivative orders that we assume form strictly increasing sequences of positive numbers. Using the fractional jump formula, we can reformulate it to include the IC:

$$
\begin{align*}
\sum_{k=0}^{N} a_{k}[y(t) \cdot u(t)]^{\left(\alpha_{k}\right)} & =\sum_{k=0}^{M} b_{k}[x(t) \cdot u(t)]^{\left(\beta_{k}\right)}+\sum_{k=1}^{N} a_{k} \sum_{m=0}^{k-1} y^{\left(\alpha_{m}\right)}(0) \delta^{\left(\alpha_{k}-\alpha_{m}\right)}(t)  \tag{41}\\
& -\sum_{k=1}^{M} b_{k} \sum_{m=0}^{k-1} x^{\left(\beta_{m}\right)}(0) \delta^{\left(\beta_{k}-\beta_{m}\right)}(t)
\end{align*}
$$

For the commensurate case, we obtain

$$
\begin{align*}
\sum_{k=0}^{N} a_{k}[y(t) \cdot u(t)]^{(\alpha k)} & =\sum_{k=0}^{M} b_{k}[x(t) \cdot u(t)]^{(\alpha k)}+\sum_{k=1}^{N} a_{k} \sum_{m=0}^{k-1} y^{(\alpha m)}(0) \delta^{(\alpha k-\alpha m)}(t)  \tag{42}\\
& -\sum_{k=1}^{M} b_{k} \sum_{m=0}^{k-1} x^{(\alpha m)}(0) \delta^{(\alpha k-\alpha m)}(t) .
\end{align*}
$$

If $\alpha=1$, we recover Equation (36). The above formula gives us the general solution to the IC problem for any FARMA-like system.

Therefore, the solution of a given IC problem implies a redefinition of the corresponding differential equation, so that the IC appear explicitly. Only after this change, can we use a transform.

### 4.5. From the Observable Canonical Form

We are going to show, using a different approach, that the above methodology is correct. To do it, we use a state-space formulation.

In Section 3.2, we showed that, for the solution of a simple equation of the type $y^{(\alpha)}(t)+$ $a y(t)=v(t)$, only one IC is required. This remains valid for the state-variable formulation [22].

Theorem 5. Let $\mathbf{A}$ be an $n \times n$ non singular matrix and $\alpha>0$. The solution of the equation

$$
\begin{equation*}
D^{(\alpha)}[\mathbf{x}(t)-\mathbf{x}(0) u(t)]=-\mathbf{A x}(t), \quad t>0 \tag{43}
\end{equation*}
$$

is given by

$$
\begin{equation*}
\mathbf{x}(t)=\mathbf{x}(0) \mathcal{E}_{\alpha}(t,-\mathbf{A}) \tag{44}
\end{equation*}
$$

For proof, see [22].
Consider a FARMA(n,n) commensurate system

$$
\begin{aligned}
& D^{n \alpha} y+a_{n} D^{(n-1) \alpha} y+a_{n-1} D^{(n-2) \alpha} y+\ldots+a_{0} y= \\
& \quad b_{n} D^{\alpha} u+b_{n-1} D^{(n-1) \alpha} v+b_{n-2} D^{(n-2) \alpha} v+\ldots+b_{0} v
\end{aligned}
$$

and rewrite it as

$$
D^{n \alpha} y=b_{n} D^{n \alpha} v+D^{(n-1) \alpha}\left(b_{n-1} v-a_{n-1} y\right)+D^{(n-2) \alpha}\left(b_{n-2} v-a_{n-2} y\right)+\ldots+\left(b_{0} v-a_{0} y\right)
$$

or

$$
y=b_{n} v+D^{-\alpha}\left(b_{n-1} v-a_{n-1} y\right)+D^{-2 \alpha}\left(b_{n-2} v-a_{n-2} y\right)+\ldots+D^{-n \alpha}\left(b_{0} v-a_{0} y\right)
$$

The consideration of equal orders of AR and MA does not introduce any restrictions, as we can always define additional null coefficients. We can give these formulae a matrix format, by introducing a suitable state vector $\mathbf{x}$ :

$$
D^{\alpha}\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\cdot \\
\cdot \\
\cdot \\
x_{n}
\end{array}\right]=\left[\begin{array}{ccccc}
0 & 0 & \cdots & 0 & -a_{0} \\
1 & 0 & \cdots & 0 & -a_{1} \\
\cdot & \cdot & & \cdot & \cdot \\
\cdot & \cdot & & \cdot & \cdot \\
\cdot & \cdot & & \cdot & \cdot \\
0 & 0 & \cdots & 1 & -a_{n-1}
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\cdot \\
\cdot \\
\cdot \\
x_{n}
\end{array}\right]+\left[\begin{array}{c}
b_{0}-a_{0} b_{n} \\
b_{1}-a_{1} b_{n} \\
\cdot \\
\cdot \\
\cdot \\
b_{n-1}-a_{n-1} b_{n}
\end{array}\right] v
$$

$$
y=\left[\begin{array}{lllll}
0 & 0 & \cdots & 0 & 1
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\cdot \\
\cdot \\
\cdot \\
x_{n-1} \\
x_{n}
\end{array}\right]+b_{n} v
$$

The state vector components, $x_{k}, k=1,2, \cdots, n$, are defined by

$$
\begin{equation*}
x_{k}(t)=D^{(n-k) \alpha}\left[b_{n-k} v(t)-a_{n-k} y(t)\right] \tag{45}
\end{equation*}
$$

This means that the initial state vector is constituted by successive derivatives of input and output functions at $t=0$.

$$
x_{k}(0)=b_{n-k} D^{(n-k) \alpha} v(0)-a_{n-k} D^{(n-k) \alpha} y(0)
$$

This confirms the correctness of the procedure introduced in the previous sub-section.

### 4.6. A Bucket of Cold Water?

Consider a simple system, obtained from Equation (42), with $M=0, N=1$, and null IC:

$$
y^{(\alpha)}(t)+A y(t)=x(t)
$$

It is not very hard to find the impulse response ( $\alpha$-exponential function [15])

$$
h(t)=\sum_{1}^{\infty}(-A)^{n-1} \frac{t^{n \alpha-1}}{\Gamma(n \alpha)} u(t)
$$

and the step response

$$
r_{u}(t)=\sum_{1}^{\infty}(-A)^{n-1} \frac{t^{n \alpha}}{\Gamma(n \alpha)+1} u(t)=\frac{1-\mathcal{E}_{\alpha}(t,-A)}{A} u(t)
$$

Let $x(t)=u(t+T)-u(t)$, with $T>0$. The output is

$$
y(t)= \begin{cases}\frac{\mathcal{E}_{\alpha}(t,-A)-\mathcal{E}_{\alpha}(t+T,-A)}{A} & t \geq 0 \\ \frac{u(t+T)-\mathcal{E}_{\alpha}(t+T,-A)}{A} & t<0\end{cases}
$$

We can consider the upper term as the transient response for $t>0$, for which there is no input. This situation has been treated as an IC problem [20,23,24]. However, it is not. We have a switched-on system with a dynamic behaviour that produced an output until $t=0^{-}$. So, we have an extrapolation or prediction problem, as studied by Kolmogorov [55] and Wiener [56]. There are many approaches to the solution, depending on the type of past observations

1. Acquisitions of past input and output in a given interval, we can

- Design a preditor by the Wiener-Hopf method of a Kalman filter [61],
- Estimate a continuous-time ARMA model $[62,63]$,
- Use other functional extrapolation methods, such as polynomial or by splines.

2. Sampling the input and output signals

- Design a linear predictor [64-67],
- Use a discrete-time Kalman filter [61],
- Estimate an ARMA model $[68,69]$.

There are other alternatives. In practice, the option by one or an other is, also, related to the deterministic or random characteristics of the used signals. This theme goes beyond the objectives of this work.

Anyway, let us treat the above case as if it was an IC problem. As the IC, taken at $t=0^{-}$, is

$$
y\left(0^{-}\right)=\frac{1-\mathcal{E}_{\alpha}(T,-A)}{A}
$$

the corresponding response would be the solution of

$$
\left[y_{1}(t)-y\left(0^{-}\right) u(t)\right]^{(\alpha)}+A y_{1}(t)=0
$$

in agreement with the procedure in Equation (24),

$$
y_{1}(t)=\frac{u(t)-\mathcal{E}_{\alpha}(T,-A)}{A} \mathcal{E}_{\alpha}(t,-A)
$$

However, the ideal solution we get above is

$$
y_{0}(t)=\frac{\mathcal{E}_{\alpha}(t,-A)-\mathcal{E}_{\alpha}(t+T,-A)}{A}=\frac{1-\frac{\mathcal{E}_{\alpha}(t+T,-A)}{\mathcal{E}_{\alpha}(t,-A)}}{A} \mathcal{E}_{\alpha}(t,-A)
$$

Obviously, we are not expecting that they are equal. However, and for an order near 1 , the IC extrapolator $y_{1}(t)$ is reasonably good. To see it, let $\alpha=1$, so that $\mathcal{E}_{1}(t,-A)=$ $e^{-A t} u(t)$. In such a case,

$$
y_{0}(t)=y_{1}(t)=\frac{1-e^{-A T}}{A} e^{-A t} u(t)
$$

is exact.

## 5. Conclusions

From the theory just presented, we can draw some important conclusions, namely: the IC provided by the unilateral LT are their own IC, not necessarily from any system; the required IC depend on the structure of the system in question, mainly on the set of derivative orders; and the IC and extrapolation/prediction problems are not equivalent.
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## Abbreviations

The following abbreviations are used in this manuscript:

| ARMA | autoregressive-moving average |
| :--- | :--- |
| BLT | bilateral Laplace transform |
| C | Caputo |
| CMLF | causal Mittag-Leffler function |
| FARMA | fractional autoregressive-moving average |
| FC | Fractional calculus |
| GL | Grünwald-Letnikov |
| IC | initial-conditions |
| L | Liouville |
| LC | Liouville-Caputo |
| MLF | Mittag-Leffler function |
| RL | Riemann-Liouville |
| ULT | unilateral Laplace transform |
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