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Abstract: Edutainment applications are a type of software that is designed to be entertaining while
also being educational. In the current COVID-19 pandemic context, when children have to stay home
due to the social distancing rules, edutainment applications for young children are more and more
used each day. However, are these applications ready to take the place of an in-person teacher?
In this paper, we propose a new generation of edutainment applications that are more suitable
for preschoolers (aged 3–6 years old in our country) and closer to the in-person student–teacher
interaction: emotions aware edutainment applications. We discuss the most important challenges
that must be overcome in developing this kind of applications (i.e., recognizing children’s emotions,
enhancing the edutainment application with emotion awareness, and adapting the interaction flow)
and the first steps that we have taken for developing them.

Keywords: edutainment applications; emotions aware applications; adaptive learning; software
architecture; services

1. Introduction

The term edutainment is a mixture between education and entertainment [1–3]. Edu-
tainment applications are a type of software that is designed to be entertaining while
also being educational. Various studies have analyzed the impact that the use of edutain-
ment applications has on the learning outcome [4,5]. The studies’ results show that using
edutainment applications in the classrooms influences positively the learning outcome.
Edutainment applications for very young children (aged between 3–6 years old) need to
integrate the learning goals with young children’s main activity, play. These applications
are meant to help educators in teaching and consolidating new knowledge, especially now,
when society is facing multiple challenges due to the crisis introduced by the COVID-19
pandemic, and most educational activities are performed using digital approaches (online
or offline). Modern educational approaches include a broad range of technology-enhanced
educational strategies to provide support for digital learning. Existing digital technology
can assist students in learning, and it can play a crucial role in the field of education, but it
does not have enough capabilities to replace the teachers. A teacher is not just a facilitator
of knowledge, but also a guide, a mentor and an inspiration for students. Teachers do more
than just the one-way task of instructing students. They can recognize social cues that
would be impossible for a machine to identify, especially non-verbal or invisible (natural)
interactions, that affect the learning experience. These cues help recognize students’ diffi-
culties that might be more personal or emotional in nature, and which a machine cannot
identify. The teachers also help to contextualize lessons in real-time, which might not be
possible for a piece of technology to do. The human interaction cannot be replaced by
computers, and human skills like decision-making or time management cannot be taught
by technology. Technology by no means can be a replacement for teachers, but it can be
used effectively to enhance the learning process.
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Because in the current context of society, technology not only supports the learning
process but sometimes even replaces the in-person student–teacher interaction, we should
try to empower technology with some of the skills the teachers naturally have. Recognizing
emotions during the learning process is an ability that teachers have, but one that the
interactive applications usually do not possess, even though emotions have a high impact
on the results of the learning process [6–8].

The current trends in education are to include technology. Moreover, due to the
current pandemic context, the educational system has been forced to replace physical
interaction with remote learning with the support of technology. While for school children
solutions to continue the learning process have been found, for preschoolers the lack of
digital resources and the lack of digital competencies have brought difficulties. Developing
digital applications for preschoolers should provide the learning content, but it should also
be able to mediate the interaction of children with technology, by being aware, at least,
of the children’s emotional state. In this paper, we propose a new type of edutainment
applications for young children, that takes into consideration the emotions of the young
user during the interaction and adapts when a negative emotion is identified.

The idea of enhancing learning supporting tools with emotion awareness and adapting
their interaction flow based on the emotions of the learner is not new and there are various
studies available in the field. Feidakis provides a summary of emotion-aware systems
designed for e-learning in virtual settings in [9]. Another study by Ruiz et al. [10] suggested
a method for assessing students’ mood based on a model of twelve positive and negative
emotions, using self-report and observing interactions with teachers. However, the existing
studies and approaches have been validated through case studies on university students
and in the context of e-learning systems, and most of them do not automatically identify the
learner’s emotions while interacting with the application. Usually, the user’s emotions are
identified based on some questionnaires or other kind of input from the user. Our proposal
is different because it is addressed toward young children, aged 3–6 years old, that have
fast changes of emotional state. The very young age of these users creates difficulties in
automatic emotion recognition. Furthermore, other existing methods used for emotion
recognition, like self-reporting, cannot be applied to this type of users.

The main contribution of this paper is to propose a new generation of edutainment
applications for young children (aged 3–6 years old): emotions aware edutainment ap-
plications. We present the need for such applications, the advantages that they bring,
the challenges that must be overcome in order to develop such applications, a possible
architecture, a three-phase process for developing them, and a very simple prototype.

The rest of the paper is structured as follows. Section 2 presents the concept of
edutainment applications and the challenges in designing them for young children. In
Section 3, we present our proposal for the next generation of edutainment applications:
emotions aware edutainment applications. We describe the existing challenges and possible
solutions. A proof of concept prototype is presented in Section 4. Discussions are given in
Section 5. The paper ends with further work (Section 6).

2. Edutainment Applications for Young Children

Educational entertainment, or edutainment, has been used to present teaching content
in an entertaining context. Edutainment blends games with learning and provides a
fun and enjoyable way of acquiring new knowledge. However, designing edutainment
applications for young children involves many challenges like wrapping the educational
content in games, deciding the appropriate interaction for young children, providing a
balance between learning and fun, handling errors in interaction, or addressing failures
when an incorrect answer is provided.

In general, designing applications for young children is a challenging task, and the
existing guidelines refer to children having between 0 and 8 years as only one kind of
user [11,12]. However, there are significant differences among children in various age
groups. Children aged 3 to 6 years old cannot read or write, so interaction using written
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messages is not recommended, they need adult guidance and monitoring, and to keep
them focused, they need rewards for their actions. Designing edutainment applications
for such young children imposes the design of a game-based learning strategy with new
constraints on interaction (for example, no written input/output), appropriate feedback
based on child’s performance, and appropriate rewards based on the obtained results.

Presently, an edutainment application for young children consists of a predefined set
of tasks {T1, T2, ..., Tn}, that a child must execute in order to gain new knowledge or new
skills. Each task has a difficulty leveland a type. Usually the difficulty level is easy, medium
or complex, and the type of the task is a quiz, memory-game, riddle or puzzle. Currently,
the edutainment applications are following a sequential flow (that we will call the normal
flow), where the content and the tasks are presented either in a predefined order (meaning
that if we run the application multiple times, the tasks will always be presented in the same
order) or in a random order (meaning that if we run the application multiple times, some
tasks will be presented in a different order). If a child cannot perform task Ti, then the
application proposes task Ti+1, abandoning Ti. Some applications will replay the tasks that
have been skipped at the end of the predefined set of tasks (after Tn). As these edutainment
applications are meant for young children, aged between 3–6 years old, the entire execution
time of such an application does not exceed 10 min.

For these applications, challenges occur when a child does not perform the task
correctly or when the child decides to quit interacting with the edutainment. In the
situation of wrong answers, the edutainment application should provide hints to help
the child perform the task. New questions arise in this situation based on the time to
wait for the child’s answer, when to provide hints, how to provide the hints, how many
times hints should be presented before deciding to move on with the interaction. In the
classical (in-person) teaching-learning scenario, these challenges are gently solved by the
educational experts by providing encouraging feedback or hints for task accomplishment, or
by proposing a different task that can be successfully accomplished by the child. However,
compensating for the teacher’s absence when difficulties occur is almost impossible if there
is no additional information about a child’s actions or reactions.

3. Next Generation of Edutainment Applications for Young Children

The current generation of edutainment applications for young children are focusing on
providing good entertaining and education aspects, but the next generation of edutainment
applications should also consider a child’s emotional state during interaction. It is important
to start developing emotions aware edutainment applications for young children as the
children’ emotional state influences the learning outcome. Furthermore, emotion-aware
edutainment application can be used to support learning at a child’s own pace.

In our vision, the next generation of edutainment applications should allow a cus-
tomized approach for task selection when difficulty in performing a task is encountered
or when the child’s emotional state changes to a negative emotion, such as frustration or
anger. However, enhancing edutainment applications with emotions awareness is not an
easy task and various challenging aspects must be tackled. Presently, the most important
challenges are as follows:

• How to automatically identify a child’s emotions?
• How to integrate emotions recognition within an edutainment application?
• How to adapt the edutainment application’s interaction flow based on the identified

emotions?

In the following subsections we address each of these challenges. First, we describe
what emotions are, how they can affect the learning process, and how they can be au-
tomatically detected. Then, we give a description of the architecture and development
process that we propose for enhancing edutainment applications with emotions recognition.
Afterwards we describe the algorithms that we propose for adapting the interaction based
on the identified emotions.
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3.1. Young Children’s Emotions

In the literature, various definitions of emotions have been given. Any brief episodes
of coordinated changes (brain, autonomic, and behavioral) that facilitate a reaction to
an important event are classified as emotions. Emotions are also targeted, according to
Frijda, and require a relationship between the individual experiencing the feeling and
the emotion’s object [13,14]. Davou defines emotions as the organism’s reaction to any
disturbance of the perceptual environment [15]. Among all emotions, there are some basic
emotions which are patterns of physiological reactions and which can be easily recognized
universally. A few examples of basic emotions are fear, anger and happiness [16–19].

Understanding emotions, managing emotions and empathizing with others are all
important skills in nonverbal communication and social integration. Emotions are also
components of school readiness and academic success [6,7]. Researchers have found that
there are statistically significant associations between social-emotional skills measured in
kindergarten and key young adult outcomes over multiple domains of education, mental
health, employment, substance use and criminal activity. Non-cognitive skills interact with
cognitive skills to enable success in school and at the workplace. Pekrun [20] identified the
so-called academic emotions and discovered that a good mood encourages comprehensive,
creative thinking (Figure 1). Negative emotions like anger, sadness, fear or boredom are
negatively associated to the learning process and outcomes, whereas positive emotions
like enjoyment and hope are positively related to the learning process and outcomes.
In many cases, negative emotions are also detrimental to motivation, performance and
learning [21–23].

Figure 1. Academic emotions [20].

Children communicate their emotions through multiple channels like gestures, vo-
calization, body posture, body movements and facial expressions [24]. Frustration is a
common emotion in young children that occurs when children cannot achieve a specified
goal. Frustration is a healthy and normal feeling that can help a youngster learn more
effectively. Frustration indicates that the child should find another solution to the problem
encountered. Still, frustration must be handled before changing to anger or tantrum. For
the next generation of edutainment applications for young children we are interested in
identifying negative emotions like fear, anger or boredom that appear during interaction
and that could negatively impact the learning process. Other (positive) emotions like
happiness or surprise are also important, as they can be used to assess the satisfaction of
the child while interacting with the application.

3.2. Automatic Child Emotion Recognition

Children and adults express their feelings through facial expressions, through their
body, their behavior, their words and gestures. Due to the varying ways of expressing
emotions, it is not easy to automatically identify a person’s emotions. Most research has
focused on automatic identification of emotions from facial expressions, which involves
two steps: face detection and emotion recognition. Because automatic face localization is a
required stage of facial image processing for many applications, face detection research is
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very advanced [25,26], having a 99% accuracy [27], but the emotion recognition (or identifi-
cation) from facial expressions still remains an open problem. The Machine Learning (ML)
approaches achieved only around 75% accuracy for facial emotion classification [28,29].

Datasets with children’s faces are challenging to create since image gathering requires
parental authorization, and discovering and documenting pupils takes time and effort.
There are only a few datasets available in this context, and they are not evenly distributed
in terms of emotions. The most used datasets for emotion recognition from faces are
CAFE [30], CK++ [31], FER [32] and JAFFE [33]. However, only CAFE and FER contain
children images, while the other datasets contain only adult images. Even in these datasets,
there are some aspects that negatively impact the accuracy of the results, like the small
number of children images, the lack of natural expressions in images as there are only
posed images in the datasets, and the imbalanced representation of some emotions. In
these datasets, the predominant emotions are neutral, sad and happy.

Automatic identification of children’s emotions from facial expressions is even more
challenging due to additional factors, like lack of available datasets with children faces and
the ways children react when they know pictures are taken with them. In [34], we have
conducted a pilot study in order to determine the appropriateness of several ML-algorithms
for children’s emotions automatic identification from their facial expressions, using different
datasets (composed of adults and children faces). In different projects, several teams of
3–5 students from our faculty have implemented various methods for emotion recognition
in images and videos. Five different projects have used Convolutional Neural Networks
(CNN) [35], but with different network architectures. In order to determine the best
hyper-parameters of the emotion classifier, each CNN architecture was trained in a cross-
validation framework (by a random division of training data into learning and validation
parts). Four projects used the same dataset, FER, and the same type of photos to train and
test the classifier (images with adults). For the training–testing flow, different scenarios
were used: some teams trained the classifier on images of adults and tested it on the same
type of images or on a mixed dataset (adults and kids), one team trained and tested the
classifier on images of kids, and others trained and tested the classifier on mixed images
(adults and kids). The obtained accuracy is different for each project, ranging from 44% to
81%. The different performances obtained by the projects could have been caused by the
distinct training setups. The obtained results show that an emotion classifier trained on
adults images can be successfully used to other adult images (obtaining the best accuracy
of 81%), but the classifier’s accuracy decreases when used on mixed images (adults and
children) to 50%. The project that has trained and tested the CNN with only children
images taken from the CAFE dataset, has obtained an accuracy of 68%.

3.3. Integrating Emotions Recognition into an Edutainment Application

In order to enhance edutainment applications with emotions recognition capabili-
ties we have to add new modules to them. In our opinion, the enhanced edutainment
application should contain at least the following modules:

• the edutainment module—that is still responsible for presenting the learning content
and the tasks to aid the comprehension of the new knowledge;

• an emotion recognition module—that is responsible for the identification of the emo-
tional state of the user;

• a coordinator module—that is responsible for the coordination of the other modules;
• a dataset building module—that is responsible for the datasets creation and manage-

ment (for example adding images of young children and annotating them with the
corresponding emotion).

The edutainment and emotion recognition modules should run in parallel and they
should communicate via the coordinator. There are at least two possible scenarios for when
information should be exchanged between these modules:

1. The edutainment module, at some predefined moments from the tasks’ execution
flow, sends requests about the emotional state of the user (e.g., when a task is finished,
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when a long time has passed since using the application, when the user has difficulties
in completing a task, etc.) and it adapts the interaction based on the received response.

2. The emotion recognition module continuously sends information about the identified
emotions to the edutainment module. Based on the received information, the edutain-
ment module will filter the negative emotions and their context, and will trigger its
interaction adaptation.

In Figure 2, a high level view of an edutainment application enhanced with emotion
recognition capabilities considering the second scenario is shown.

Figure 2. High-level view of an edutainment application enhanced with emotion recognition.

Both scenarios have advantages and disadvantages. The first scenario is more efficient
as the information exchange takes places only at predefined moments, but it may ignore
important emotional changes that can occur between two successive moments when the
emotions are being recognized by the corresponding module. The second scenario is more
resource expensive as the emotion recognition module needs to continuously identify
emotions and to send them to the edutainment module. In this scenario, the edutainment
module has to both play the exposed content and, at the same time, check the received
information. In this regard, it is important to mention that the emotional state of a child may
change very fast, that is why the information sent from the emotion recognition module to
the edutainment module may lead to bottlenecks.

For this proposal we have decided to use a variation of the first scenario, as very often
these applications will be used on computers with limited resources. We propose to use the
following phases for developing emotions recognition enhanced edutainment applications:

• Phase 1—Development of the edutainment module. In this step, together with the other
stakeholders (educational experts, kindergarten teachers, etc.) should be decided
the tasks to be included in the edutainment module, their difficulty level, their type,
and the normal interaction flow. The idea of each application may be decided by the
early childhood educators. Each application should address one or multiple domains
from the curricula and should be composed by a learning part, where new content
is presented, and a practical part that contains tasks to support knowledge fixation.
One possible approach that can be used for the edutainment module development is
described in [36].

• Phase 2—Development of the emotion recognition module and dataset building. After the
edutainment module was developed, a child’s emotion recognition approach must
be selected and validated. If the accuracy of the selected approach is not the desired
one, new datasets with data about children while interacting with the edutainment
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module could be created in order to improve the accuracy of the emotion recognition
approach. These datasets should be annotated by human experts. If there already
exist big enough datasets, or if the accuracy of the emotion recognition approach
used is good enough for this type of applications, then the dataset building step may
be skipped.

• Phase 3—Integration of emotions awareness into the edutainment module. The edutainment
module should be modified in order to also include the adaptation feature for the
interaction flow.

In this approach each of the proposed modules should provide at least the following
services (presented in Figure 3):

Figure 3. Proposed modules and services.

• The IdentifyEmotion Service, part of the emotion recognition module, that is responsible
for identifying the emotional state from the data sent to it (images, etc.).

• The AddData Service, part of the dataset building module that is responsible for adding
new data to the datasets used for training and validation of the selected emotion
recognition approach.

• The Annotation Service, part of the dataset building module that is used to annotate
the data from the datasets.

• The StartMonitoring Service, part of the coordinator module that is responsible for
initiating the monitoring activity of the emotional state of the child.

• The EndMonitoring Service, part of the coordinator module that is responsible for
ending the monitoring activity, started by the StartMonitoring Service.

• The CurrentEmotionalState Service, part of the coordinator module that is responsible
for obtaining the necessary input data for the emotion recognition approach and
sending it to the IdentifyEmotion Service in order to obtain the current emotional state
of the child.

• The AdaptInteraction Service, part of the edutainment module that is responsible for ini-
tiating adaptation of the interaction flow, in order to change the child’s emotional state.

In the following we describe how these services should collaborate in order to add
emotion awareness to the edutainment module. The UML activity diagram from Figure 4
shows how the proposed services collaborate, after the application starts.
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Figure 4. Activity diagram for services collaboration.

Before starting any interaction with the child, the edutainment module should call the
CurrentEmotionalState Service from the coordinator in order to obtain the child’s emotional
state. If the identified emotion is positive, then the edutainment module should call the
StartMonitoring Service from the coordinator module. When this service is called, the
coordinator module should start gathering the necessary data regarding the interaction
with the edutainment module (take images of the child, collect other required data), and
from time to time (like 5 or 10 s) it should send this data to the AddData Service and/or
IdentifyEmotion Service. If the development process is in the second phase, the gathered
data should be sent only to the AddData Service from Database Building module. If the
development process is in the third phase it should send it to the IdentifyEmotion Service
from the emotion recognition module. In the third development phase the data could be
sent to both services if we want the keep adding data to the existing datasets for further
analysis and use. After receiving the identified emotion from the IdentifyEmotion Service,
the coordinator must decide if the obtained result requires interaction adaptation of the
edutainment module (for example, if the emotional state of the child is a negative one, like
frustration or boredom). If it does, then the coordinator module will call the AdaptInteraction
Service from the edutainment module. When the AdaptInteraction Service is called with the
identified emotion, the interaction flow running in the edutainment module should be
modified according to the current emotional state of the child. One possible approach for
adapting the interaction flow is described in more details in the next section.

3.4. Adapting the Interaction Flow

An important aspect that must be considered for the next generation of edutainment
applications is how should the interaction flow of the edutainment module be modified
based on the information received from the emotion recognition module even in the classic
interaction flow of an edutainment application challenges are encountered and some
decisions must be taken. For example, when a child does not succeed in accomplishing a
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task, what should the edutainment application do? Should it show hints and how many?
Should it let the child try again, and how many times? Should it just move on to the next
task? Usually, the answers to these questions are found by discussing with teachers and
educators, and, very often, empirical decisions are taken. In our previous work about
edutainment applications development for preschool children, we have decided, together
with a kindergarten teacher, that if a child gives a wrong answer to a task requirement, the
application should provide hints [36,37]. However, in some cases, the decisions to be taken
could be more complex. For example, when a child fails to accomplish a task, by giving the
wrong answer, different situations may appear after receiving a hint:

• the child successfully accomplishes the task;
• the child fails again to perform the task;
• the child does not perform any interaction action (maybe the child leaves the computer,

abandoning the interaction altogether).

For our previously developed edutainment applications, the approach used was to go
on to the next task if a child failed twice to accomplish the current task. Afterwards, we
considered presenting again the failed tasks to the child if he/she desires to give it another
try. Furthermore, if a child does not interact with the edutainment application for 45 s, then
the application automatically goes to the next task. However, in this situation, it is also
possible that the child has already moved away from the computer and, in such case, the
interaction should not continue.

In an emotion-aware edutainment application, decisions based on the identified
emotions regarding the interaction flow must also be taken. In this scenario, it is very
important to have a high accuracy of emotion recognition, but also a real-time answer
regarding the emotion identification. A solution that decides the tasks’ flow based on
a child’s emotional state would provide a better approach to support socio-emotional
learning and, also, to support young children’s progress in learning.

The identification of negative emotions such as frustration, anger or boredom trig-
gers the interaction flow adaption decisions. Interaction with edutainment applications
should only occur when children are in a positive emotional state. As a consequence,
an emotion aware edutainment should assess children’s emotions, and should play the
normal interaction flow only if the child is in a positive emotional state. Otherwise, the
edutainment application should suggest activities that will improve the child’s emotional
state by sending encouraging messages, kind messages, or suggesting fun physical ac-
tivities (for example, imitate birds’ flying) or relaxing activities (take deep breaths). In
the following, we will call timeout the interruption of the interaction flow by proposing
entertaining physical activities.

After the child is ready to begin the learning process (meaning that the identified
emotion is not angry or frustrated), the application should start presenting the content
(usually designed as a story or a game with tasks presented as challenges). If the child’s
emotional state does not change, then the normal interaction flow will be presented. If the
child’s emotional state changes, then an analysis of the situation is performed as follows. If
the child becomes angry, then the interaction should stop and a timeout should be given to
the child to overcome the anger. The application should propose some relaxing physical
activities and the interaction should start again only if the child is in a positive mood. If the
child becomes bored, then the application should switch to more complex tasks or it should
change the objects in the task context or it should completely change the task type. If the
child becomes frustrated, the application should try to identify the cause of frustration. The
cause of frustration might be physical, in the sense that the young child cannot perform the
required interaction task (for example, a drag and drop action). In this case, the application
should switch to simpler interaction methods (like using only clicks, for example). If a child
is frustrated because she/he does not know how to solve the task (for example, when the
child does not perform any action on the interface), then some cues should be presented
to support task accomplishment. If the child still cannot solve the task, the application
should skip the current task and it should continue the interaction flow with encouraging
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messages. Still, it is difficult to automatically identify the frustration cause, but if the child
continues interacting with the interface we may suppose that he/she intends to solve the
task, but cannot perform the required actions.

If a child needs more than a predefined number of timeouts during the interaction, we
consider that the interaction flow should stop to avoid amplification of the child’s negative
emotions. The experts consider that if the child requires more than two timeouts during
the interaction, then the child’s emotional state is not suitable for learning.

The solution that we propose for the interaction flow adaptation consists of two parts:
an adaptation of the algorithm corresponding to the normal interaction flow and a newly
added algorithm for when the AdaptInteraction Service is called by the coordinator. In
Algorithm 1, the outline of the normal interaction flow algorithm that was modified in
order to consider the emotional state of the child when the application starts is given.

Before starting any interaction, the algorithm gets the child’s emotional state from the
coordinator. If the state is a negative one, namely, angry, the application will give the child a
timeout and propose some entertainment activities in order to change the child’s emotional
state. After the execution of the entertainment activities, the emotional state is obtained
again. If it is still a negative one, the previous steps are executed again; otherwise, the
normal interaction flow will start. Before starting this flow, the emotional state monitoring
activity is started by calling the StartMonitoring Service from the coordinator. If after
executing the relaxing physical activities for a predefined number of times (called limit),
the state of the child is still a negative one, then the interaction stops. We consider that, in
this case, the child’s emotional state does not facilitate learning.

Algorithm 1: Normal interaction flow algorithm.
Data: limit-maximum number of allowed timeOuts
timeOuts← 0
currentState← @ Get CurrentEmotionalState
while currentState = angry and timeOuts < limit do

@Increase timeOuts
@Propose and execute some entertaining activities
currentState← @ Get CurrentEmotionalState

end
if timeOuts ≥ limit then

@Stop interaction
else

@Start monitoring activity
while ∃ tasks to be executed do

currentTask← @Next task
@Play currentTask

end
@Stop monitoring activity

end

In Algorithm 2, an outline of the algorithm that is executed each time the service
AdaptInteraction is called by the coordinator is given. The coordinator will call this service
when a negative emotion of interest is identified by the emotion recognition module, during
the monitoring activity. The experts consider frustration and boredom as negative emotions
from learning point of view, so the interaction flow will be adapted only when these
emotions are identified by the emotion recognition module. Whenever the coordinator
module gets a negative emotion of interest while in monitoring mode, the coordinator
module calls AdaptInteraction service. The edutainment module, when AdaptInteraction
service is called, checks the negative emotion kind, and based on this, will decide how to
adapt the interaction:
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• If the emotional state is frustration, then the edutainment application will resume
executing the interaction flow, will stop the monitoring activity, will increase the num-
ber of timeOuts given and will propose relaxing physical tasks in order to change the
child’s emotional state. If after the execution of these tasks, the emotional state of the
child becomes positive, then the monitoring activity will restart and the edutainment
module will continue playing the currentTask. Otherwise, the interaction is stopped.

• If the emotional state is boredom, then the edutainment application will increase the
difficulty level or the type of the next task to be executed.

Algorithm 2: Interaction adaptation algorithm.
Data: state-the emotional state of the child
currentState← state
if currentState = f rustration then

while currentState = frustration and timeOuts < limit do
@Increase timeOuts
@Resume playing currentTask
@Stop monitoring activity
@Propose relaxing physical tasks
currentState← @ Get CurrentEmotionalState

end
if currentState is positive then

@Start monitoring activity
@Continue playing currentTask

else
@Stop interaction

end
else

if currentState = bored then
@Change Next Task (increase difficulty, change task type, etc.)

end
end

4. Prototype

In order to test our proposal for the next generation of edutainment applications, we
have conducted a preliminary study in which we have modified a simple edutainment
application based on the results of a facial expression emotion recognizer. A proof of concept
prototype application has been developed by a team of computer science master students.
The prototype adds an effect to a selected edutainment material based on the automatically
identified emotions of the viewer. In this study, we have focused on recognizing the
following emotions: happiness, sadness, anger, disgust and surprise, and we have applied
the following effects when one of the interested emotions is identified:

• a bright effect when happiness is identified;
• a sepia effect when sadness is identified;
• a distorted effect when anger is identified;
• a blurred effect when disgust is identified;
• a black and white effect when surprise is identified.

In our investigation, we have started with two intelligent models based on Deep
Learning for detecting emotions from adult faces. The first model we have tested was
organised in a 6-layered Convolutional Neural Network, while the second model was
organised in a 17-layered Convolutional Neural Network (both implemented in the Keras
framework). These models were trained on small (48 × 48 px) grayscale images from Facial
Expression Recognition (FER) dataset [32]. In this dataset, there are 28,709 training and
3589 testing images. Each of the images were stored in 48 × 48 pixels. Unfortunately, this
dataset does not contain any children images.
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The learning settings were characterised by a different number of epochs, Adam,
derived from Adaptive Moment Estimation [38], as an optimization algorithm and a
categorical cross-entropy loss function. For weight initialization we used the default
settings, each layer having its own default value for initializing the weights but for most of
the layers, the default kernel initializer was the Glorot uniform initialiser [39].

In our use case, we were interested in getting emotion recognition as accurately as
possible, the most important criterion used for evaluating the models’ quality was accuracy.
With the best model, trained on adults’ images, we got an accuracy of 84.42%. The loss
evolution during the training process is depicted in Figure 5.

Figure 5. Loss evolution for the model trained on adults faces.

We also investigated the performance of our models in the case of children faces.
The Child Affective Face Set (CAFE) [30] was used in this scope. This dataset contains
1192 photographs of 154 children. In this scenario, our second model scored the best
accuracy, with an average of 75.73% (see the confusion matrix from Figure 6) and resolved
some of our problems with the confusion between some of the classes. However, a liability
of this model is that the loss remained on a higher value and the confusion between disgust
and angry and the one between surprise and fear persisted.

Figure 6. Real emotions versus predicted emotions in children images.

We noticed an important characteristic that influenced the recognition process in the
children case, as follows. The age of the children is a factor that affects the results, possibly
due to some transitions that may be much more pronounced in younger children (such as
cheeks). Emotions that have similar effects on the face are confused (for example, anger
and disgust which are characterized by frowning and partial or total closure of the eyes).
Due to the natural shape of the face, some children are recognized as happy or sad even
though they have a neutral face position.
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Due to the improved accuracy of emotion recognition for adults compared to the
accuracy obtained by our approach on children’s images, we used adults as test subjects.
In Figures 7–10 is shown how the edutainment changes based on the viewer’s different
emotions (anger, happy, disgust and surprise).

Figure 7. Anger emotion and distorted filter.

Figure 8. Happy emotion and bright filter.

Figure 9. Disgust emotion and blurred filter.

Figure 10. Surprise emotion and black & white filter.

5. Discussions

The results of our study show that it is feasible to develop emotions aware edutainment
applications, but there are some aspects that must be improved. In the following, we discuss
the advantages and disadvantages of developing such applications, and what must be
further improved in order to get applications that can be used in a real context. The
advantages that this type of edutainment applications bring are as follows:

• The children could safely use these applications outside the formal education system,
especially when in-person interaction is not possible due to social distancing rules.

• The learning process of the child will be personalized, adapted to his/her own pace.



Mathematics 2022, 10, 645 14 of 16

• Interacting with safe edutainment applications, the young child will also develop
basic digital competences.

• The proposed architecture allows to easily plug-in and -out the emotion recognition
and adaptation modules.

The disadvantages that using this type of edutainment applications may bring are as
follows:

• Such applications could have an increased response time, affecting negatively the
interaction.

• Some researchers consider that the gathered information about the children’ state of
mind could be improperly used to influence subconscious processes. In our proposal,
the identified emotion is used only to avoid increased negative emotions while interact-
ing with the application. If negative emotions are identified repeatedly, the application
should stop executing.

Our preliminary research indicates that developing emotion-aware edutainment ap-
plications for young children is feasible, but that some improvements are required. First,
the accuracy of the emotion recognizer from facial expressions must be improved. More
datasets with children are needed in order to improve the existing emotions recognizers’
results. Second, other sources of information for the emotion recognizer should be con-
sidered, like children’s posture and motion or children’s voice. Third, the time needed
to identify the emotions and the time needed for adapting the interaction flow must be
carefully analyzed. An aspect revealed by our study is the delayed adaptation. It takes
2–3 s until the addition of the effect is visible to the viewer. In a real-context, it shouldn’t
take long for the edutainment application to react to a change in the child’s emotional state.

6. Conclusions and Further Work

In this paper, we have presented our proposal for the next generation of edutainment
applications for young children, namely, emotion-aware edutainment applications. By
enhancing edutainment applications with emotion awareness we can provide a better
context for learning for young children. In the future we intend to

• validate our proposal on real and more complex case studies (implementation of the
proposed approach);

• use multiple channels (body posture, voice, sensors) to extract information for the
automatic emotion recognition module;

• consider the situations in which negative emotions occur frequently for different
children (in this case it may also mean that changes in the design of the edutainment
module should be made); and

• use emotions awareness to also evaluate the satisfaction of the little users. Identifying
frustration during learning activities with an edutainment application could also
provide hints on interaction flow design.
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