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Abstract: In this paper, we first consider the general fractional derivatives of arbitrary order defined
in the Riemann–Liouville sense. In particular, we deduce an explicit form of their null space and
prove the second fundamental theorem of fractional calculus that leads to a closed form formula
for their projector operator. These results allow us to formulate the natural initial conditions for
the fractional differential equations with the general fractional derivatives of arbitrary order in the
Riemann–Liouville sense. In the second part of the paper, we develop an operational calculus of the
Mikusiński type for the general fractional derivatives of arbitrary order in the Riemann–Liouville
sense and apply it for derivation of an explicit form of solutions to the Cauchy problems for the
single- and multi-term linear fractional differential equations with these derivatives. The solutions
are provided in form of the convolution series generated by the kernels of the corresponding general
fractional integrals.
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1. Introduction

In the framework of the abstract Volterra integral equations on the Banach spaces, the
evolution equations with the integro-differential operators of the convolution type with
different classes of kernels and on different spaces of functions were a subject of active
research within the last few decades (see [1,2] and references therein). This research can be
traced back to the paper [3] by Sonine published in 1884, who extended the Abel’s method
for derivation of an analytical solution to the Abel integral equation to a quite general class
of the integral equations in the form

f (t) = (κ ∗ φ)(t) =
∫ t

0
κ(t− τ)φ(τ) dτ, t > 0 (1)

with the kernels κ that satisfy the Sonine condition formulated as follows: A function κ is
called a Sonine kernel if there exists a function k such that

(κ ∗ k)(t) =
∫ t

0
κ(t− τ) k(τ) dτ = {1}, t > 0, (2)

where by ∗ we denote the Laplace convolution and by {1} the function identically equal to
one for t > 0. For a Sonine kernel κ, the kernel k from the relation (2) is called its associated
kernel. In [4], several examples of the Sonine kernels and their properties can be found.

For this class of kernels, Sonine showed that the integral Equation (1) possesses a
(formal) solution in the form

φ(t) =
d
dt
(k ∗ f )(t) =

d
dt

∫ t

0
k(t− τ) f (τ) dτ, t > 0. (3)
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In the case of the Abel integral equation,

f (t) =
1

Γ(α)

∫ t

0
(t− τ)α−1φ(τ) dτ, t > 0, 0 < α < 1 (4)

that was treated by Abel in the papers [5,6], the kernel κ(t) = tα−1

Γ(α) is a Sonine kernel with

an associated kernel k(t) = t−α

Γ(1−α)
due to the relation

(hα ∗ h1−α)(t) = {1}, t > 0, 0 < α < 1, (5)

where by hα we denote the following power function:

hα(t) =
tα−1

Γ(α)
, t > 0, α > 0. (6)

Thus, the solution to the Abel integral Equation (4) takes the well-known form:

φ(t) =
d
dt

1
Γ(1− α)

∫ t

0
(t− τ)−α f (τ) dτ, t > 0. (7)

In the modern fractional calculus (FC), the right-hand side of the Abel integral
Equation (4) is referred to as the Riemann–Liouville fractional integral of the order α, α > 0:

(Iα
0+ f )(t) := (hα ∗ f )(t) =

1
Γ(α)

∫ t

0
(t− τ)α−1 f (τ) dτ, t > 0, (8)

whereas the right-hand side of the Abel solution Formula (7) is called the Riemann–Liouville
fractional derivative of the order α, 0 ≤ α < 1:

(Dα
0+ f )(t) :=

d
dt
(h1−α ∗ f )(t) =

d
dt

(I1−α
0+ f )(t), t > 0. (9)

Considering the evident connection of the Riemann–Liouville fractional integral and
derivative to the operators (1) and (3) with the Sonine kernels, an interpretation of these
general operators in the framework of FC was just a question of time. The first publication
entirely devoted to this interpretation was the paper in [7], where the operator

(D(k) f )(t) =
d
dt
(k ∗ f )(t) =

d
dt

∫ t

0
k(t− τ) f (τ) dτ, t > 0 (10)

with the Sonine kernels from a special class K was called the general fractional derivative (GFD)
of the Riemann–Liouville type. The GFD of the Caputo type was defined in [7] in the form

(∗D(k) f )(t) = (D(k) f )(t)− f (0)k(t), t > 0. (11)

In [7], mainly the GFD of the Caputo type was treated. In particular, the GFD (11) with the
kernels from K was shown to be a left inverse operator to the general fractional integral (GFI)

(I(κ) f )(t) = (κ ∗ f )(t) =
∫ t

0
κ(t− τ) f (τ) dτ, t > 0, (12)

where κ is the Sonine kernel associated to the kernel k of the GFD (11). Moreover, in [7],
some important properties of the solutions to the fractional relaxation equation and to
the Cauchy problem for the time-fractional diffusion equation with the GFD (11) were
investigated in detail.

In the next paper [8] devoted to the GFD (11), a maximum principle for the initial-
boundary-value problems for the time-fractional diffusion equations with the GFD of Ca-
puto type was deduced. Further results regarding the ordinary and partial time-fractional



Mathematics 2022, 10, 849 3 of 24

differential equations with the GFD (11) were derived in [9–14]. For results regarding
inverse problems for the fractional differential equations involving the GFDs and their
applications, we refer to [15–17].

Very recently, a series of papers devoted to the GFI and GFD with the Sonine kernels
that possess an integrable singularity of power function type at the point zero has been pub-
lished. In [18], these operators were studied on the space of functions continuous on the real
positive semi-axis that can have an integrable singularity of power function type at point
zero. In [19], the GFDs of arbitrary order in the Riemann–Liouville and in the Caputo senses
were introduced and investigated. These operators extend the definitions (10) and (11) that
correspond to the “generalized order” from the interval (0, 1) to the case of any positive real
order. An important subclass of the kernels of the GFDs of arbitrary order was suggested
in [20]. An operational method of solving the Cauchy problems for the fractional differen-
tial equations with the GFDs of the Caputo type was established in [21]. In [22], analytical
solutions to some fractional differential equations with the GFDs of the Riemann–Liouville
type with the suitably formulated initial conditions were derived for the first time in the FC
literature. The solution method employed in [22] is the technique of the convolution series
that are a far-reaching generalization of the power series with both integer and fractional
exponents. Finally, we note the papers [23–25], where the theory presented in [18–22] was
applied for the formulation of a general fractional dynamics, a general non-Markovian
quantum dynamics, and a general fractional vector calculus.

For applications, the fractional differential equations with different kinds of fractional
derivatives are especially important. As in the case of the differential equations with
the integer-order derivatives, the class of the fractional differential equations that can
be solved in explicit form is very restricted. These are mainly linear equations with
constant coefficients. However, exactly this class of equations is especially important both
for applications and as a basis for a qualitative treatment of quasi-linear and non-linear
equations. One of the most simple and powerful techniques for analytical treatment of the
linear ordinary and partial fractional differential equations is by means of the operational
calculi of Mikusiński type developed for the corresponding derivatives. For a presentation
of an operational calculus for the first-order derivative and its applications we refer to [26].
An operational calculus of the Mikusiński type for the hyper-Bessel differential operator is
suggested in [27].

In [28], the first operational calculus for a fractional derivative is developed and applied
for analytical treatment of the fractional differential equations. This operational calculus was
constructed for the multiple Erdélyi–Kober fractional derivative (see also [29,30]) and applied
for analytical treatment of the fractional differential equations involving this derivative. The
case of the Riemann–Liouville fractional derivative was discussed in [31,32]. An operational
method for derivation of the closed form solutions to the initial-value problems for the single-
and multi-term fractional differential equations was presented in [31] for the case of commen-
surate and in [32] for the case of non-commensurate orders of the Riemann–Liouville fractional
derivatives. In [33], an operational calculus for the Caputo fractional derivative was devel-
oped and applied for solving fractional differential equations involving the Caputo fractional
derivatives with the commensurate and non-commensurate orders. Other operational calculi
of Mikusiński type were developed in [34] for the generalized Riemann–Liouville fractional
derivative (Hilfer fractional derivative), in [35] for the Caputo-type fractional Erdélyi–Kober
derivative, and in [36,37] for the Riemann–Liouville and Caputo fractional derivatives with
respect to functions. In a recent paper [21], a Mikusiński-type operational calculus was de-
veloped for the GFD in the Caputo sense with the Sonine kernels that possess an integrable
singularity of power function type at point zero. As an application, this operational calculus
was employed to derive analytical solutions to the Cauchy problems for the single- and
multi-term fractional differential equations with the GFDs in the Caputo sense.

In this paper, we address an important topic that was not yet treated in the FC literature,
namely, derivation of the closed form solutions to the Cauchy problems for the fractional
differential equations with the Riemann–Liouville GFDs of arbitrary order. In the second
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section, we formulate and prove the second fundamental theorem of FC for the Riemann–
Liouville GFDs of arbitrary order on a suitable space of functions. This theorem provides
us with a natural form of the initial conditions for the fractional differential equations
with the Riemann–Liouville GFDs of arbitrary order. Then, we introduce and study the
sequential Riemann–Liouville GFDs of arbitrary order. In the third section, we develop an
operational calculus of the Mikusiński type for the GFDs of arbitrary order in the Riemann–
Liouville sense. In the framework of this calculus, the GFD of the Riemann–Liouville type
is reduced to a multiplication with a certain element from the field of convolution quotients.
In the fourth section, this operation calculus is applied for derivation of an explicit form of
solutions to the Cauchy problems for the single- and multi-term linear fractional differential
equations with the GFDs of the Riemann–Liouville type. The solutions are obtained in the
form of convolution series generated by the Sonine kernels associated to the kernels of
the GFDs.

2. GFD of Arbitrary Order in the Riemann–Liouville Sense and Some of Its Properties

The GFI (12) and the GFD (10) of the Riemann–Liouville type with the Sonine kernels
κ and k, respectively, are a far-reaching generalisation of the Riemann–Liouville fractional
integral (8) and the Riemann–Liouville fractional derivative (9) that correspond to the
case of the power law kernels κ(t) = hα(t) and k(t) = h1−α(t) with α ∈ (0, 1). Thus, the
“generalized orders” of the GFI (12) and the GFD (10) with any Sonine kernels κ and k are
restricted to the interval (0, 1). However, it is well known that both the Riemann–Liouville
fractional integral and the Riemann–Liouville fractional derivative are defined for any
non-negative real order α:

(Iα
0+ f )(t) := (hα ∗ f )(t) =

1
Γ(α)

∫ t

0
(t− τ)α−1 f (τ) dτ, t > 0, α > 0, (13)

(Dα
0+ f )(t) :=

dn

dtn (hn−α ∗ f )(t) =
dn

dtn (In−α
0+ f )(t), t > 0, n ∈ N, n− 1 ≤ α < n. (14)

To define the GFI and the GFD of an arbitrary non-negative real order, in [19], the
Sonine condition (2) is extended to the following form:

(κ ∗ k)(t) = {1}<n>(t), n ∈ N, t > 0, (15)

where

{1}<n>(t) := ({1} ∗ . . . ∗ {1}︸ ︷︷ ︸
n times

)(t) = hn(t) =
tn−1

(n− 1)!
.

However, alone condition (15) does not ensure an essential requirement for the kernel k of
any fractional derivative, namely, the condition that this kernel should have a singularity at
the origin, see [38–40]. In [19], an important class of the kernels that satisfy the condition (15)
and possess an integrable singularity of a power law type at the origin was introduced.

Definition 1 ([19]). Let the functions κ and k satisfy the condition (15) with n ∈ N and the
inclusions κ ∈ C−1(0,+∞) and k ∈ C−1,0(0,+∞) hold true, where

C−1(0,+∞) := { f : f (t) = tp f1(t), t > 0, p > −1, f1 ∈ C[0,+∞)}, (16)

C−1,0(0,+∞) = { f : f (t) = tp f1(t), t > 0, −1 < p < 0, f1 ∈ C[0,+∞)}. (17)

The set of pairs (κ, k) of such kernels is denoted by Ln.

In [19], the GFI and the GFD of arbitrary order with the kernels (κ, k) ∈ Ln were
defined for the first time.
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Definition 2 ([19]). Let (κ, k) be a pair of the kernels from Ln. The GFI with the kernel κ is
defined by the formula

(I(κ) f )(t) := (κ ∗ f )(t) =
∫ t

0
κ(t− τ) f (τ) dτ, t > 0. (18)

The GFD of the Riemann–Liouville type is defined as a composition of the nth-order derivative
and the GFI with the kernel k:

(D(k) f )(t) :=
dn

dtn (k ∗ f )(t) =
dn

dtn (I(k) f )(t), t > 0. (19)

The GFD of Caputo type is a regularized form of the GFD in the Riemann–Liouville sense:

(∗D(k) f )(t) :=

(
D(k)

(
f (·)−

n−1

∑
j=0

f (j)(0)hj+1(·)
))

(t), t > 0. (20)

In this paper, we mainly discuss the GFDs of arbitrary order of the Riemann–Liouville
type; the properties of the GFDs of arbitrary order in the Caputo sense were investigated in [19].

Remark 1. It is worth mentioning that the inclusion (κ, k) ∈ Ln can be interpreted as a statement
that the GFI (18) with the kernel κ and the GFDs (19) and (20) with the kernel k have a “generalized
order” from the interval (n− 1, n). For example, for α ∈ (n− 1, n), n ∈ N, the kernels κ = hα

and k = hn−α satisfy the condition (15):

(hα ∗ hn−α)(t) = hn(t) = {1}<n>(t).

Moreover, the inclusions hα ∈ C−1(0,+∞) and hn−α ∈ C−1,0(0,+∞) evidently hold true. Thus,
(hα, hn−α) ∈ Ln and the GFI (18) and the GFD (19) are reduced to the Riemann–Liouville
fractional integral (13) and the Riemann–Liouville fractional derivative (14) of arbitrary non-
negative order, respectively.

In [19], the following properties of the GFI (18) of an arbitrary order on the space
C−1(0,+∞) were shown:

I(κ) : C−1(0,+∞) → C−1(0,+∞) (mapping property), (21)

I(κ1)
I(κ2)

= I(κ2)
I(κ1)

(commutativity law), (22)

I(κ1)
I(κ2)

= I(κ1∗κ2)
(index law). (23)

As to the GFD (19) of arbitrary order, it is a left inverse operator to the GFI (18).

Theorem 1 ([19]). Let the inclusion (κ, k) ∈ Ln hold true.
Then, the GFD (19) is a left inverse operator to the GFI (18) on the space C−1(0,+∞):

(D(k) I(κ) f )(t) = f (t), f ∈ C−1(0,+∞), t > 0. (24)

We mention here that the statement formulated in Theorem 1 is usually referred to
as the First Fundamental Theorem of FC for the GFD (19) of arbitrary order (see [41] for a
discussion of the First and the Second Fundamental Theorems of FC for several different
kinds of the fractional derivatives).

Moreover, it is easy to see that the GFD (19) of arbitrary order is also a right inverse
operator to the GFI (18) on the space

C1
−1,(κ)(0,+∞) := { f : f (t) = (I(κ) φ)(t), φ ∈ C−1(0,+∞)}, (25)
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i.e., the relation
(I(κ)D(k) f )(t) = f (t), t > 0 (26)

holds true. Indeed, a function f ∈ C1
−1,(κ)(0,+∞) can be represented in the form f (t) =

(I(κ) φ)(t), φ ∈ C−1(0,+∞) and thus, we have the following chain of equations:

(I(κ)D(k) f )(t) = (I(κ)
dn

dtn (k ∗ f )(t) = (I(κ)
dn

dtn (k ∗ (κ ∗ φ))(t) =

(I(κ)
dn

dtn ({1}<n> ∗ φ))(t) = (I(κ) φ)(t) = f (t).

It is worth mentioning that the Formula (26) implies zero initial conditions for any
fractional differential equations with the GFD (19) defined on the space C1

−1,(κ)(0,+∞)

because its null space consists only of a function that is identically equal to zero for t > 0.
In this paper, we consider the GFD (19) of arbitrary order on its natural domain

C(1)
−1,(k)(0,+∞) = { f ∈ C−1(0,+∞) : D(k) f ∈ C−1(0,+∞)}. (27)

Evidently, the inclusion C1
−1,(κ)(0,+∞) ⊂ C(1)

−1,(k)(0,+∞) holds true due to Theorem 1.

In the case of the nth-order derivative, the space C(1)
−1,(k)(0,+∞) corresponds to the space of

the n-times continuously differentiable functions, whereas the space C1
−1,(κ)(0,+∞) consists

of all functions that can be represented as n-fold integrals of continuous functions. It is
worth mentioning that the spaces C0

−1,(κ)(0,+∞) and C(0)
−1,(k)(0,+∞) can be interpreted as

the space C−1(0, +∞).
In what follows, we also employ another subspace of the space C−1(0,+∞) (see [21]

or [33] for its properties):

Cn
−1(0,+∞) = { f ∈ C−1(0,+∞) : f (n) ∈ C−1(0,+∞)}. (28)

To formulate the natural initial conditions for the fractional differential equations
with the GFDs of arbitrary order in the Riemann–Liouville sense defined on the space
C(1)
−1,(k)(0,+∞), we need a description of its null space that is provided by the next theorem:

Theorem 2. Let (κ, k) be a pair of the kernels from Ln and the inclusion κ ∈ Cn−1
−1 (0,+∞)

hold valid.
Then, the GFD (19) defined on the space C(1)

−1,(k)(0,+∞) has the following n-dimensional
null space:

KerD(k) =

{
n−1

∑
i=0

ai
dn−1−iκ

dtn−1−i , a0, . . . , an−1 ∈ R
}

. (29)

Proof. The equation

(D(k) f )(t) =
dn

dtn (I(k) f )(t) = 0, t > 0

implicates

(I(k) f )(t) = Pn−1(t) = an−1
tn−1

(n− 1)!
+ an−2

tn−2

(n− 2)!
+ · · ·+ a0, t > 0, a0, . . . , an−1 ∈ R

that can be rewritten in the form

(k ∗ f )(t) = an−1{1}<n>(t) + an−2{1}<n−1>(t) + · · ·+ a0{1}, t > 0. (30)



Mathematics 2022, 10, 849 7 of 24

Let us now consider the convolution of the Equation (30) with the kernel κ associated
to the kernel k of D(k). Following from condition (15), the left-hand side of the equation
takes the form of the n-fold definite integral:

(κ ∗ (k ∗ f ))(t) = ((κ ∗ k) ∗ f )(t) = ({1}<n> ∗ f )(t), t > 0.

The right-hand side of the equation can be represented as follows:

(κ ∗ (an−1{1}<n> + an−2{1}<n−1> + · · ·+ a0{1}))(t) =

(an−1κ ∗ {1}<n>)(t) + (an−2κ ∗ {1}<n−1>)(t) + · · ·+ (a0κ ∗ {1})(t).

Then, we arrive at the equation

({1}<n> ∗ f )(t) = ({1}<n> ∗ an−1κ)(t) + ({1}<n−1> ∗ an−2κ)(t) + · · ·+ ({1} ∗ a0κ)(t), t > 0.

As a result of the inclusion κ ∈ Cn−1
−1 (0,+∞), for t > 0, we can differentiate the last

equation n times and thus obtain the representation

f (t) = an−1κ + an−2
dκ

dt
+ · · ·+ a0

dn−1κ

dtn−1 , t > 0

that completes the proof of theorem.

In the case of the Riemann–Liouville fractional derivative (14) of order α, n− 1 < α <
n, n ∈ N, the kernel function k is the power law function hn−α and its associated kernel κ
is the function hα. Due to the evident relation d

dt hα = hα−1, t > 0, the Formula (29) from
Theorem 2 takes the well-known form (see, e.g., [42]):

Ker Dα
0+ =

{
n−1

∑
i=0

ai
tα−n+i

Γ(α− n + i + 1)
, a0, . . . , an−1 ∈ R

}
. (31)

The description of the null space of the GFD (19) of arbitrary order formulated in
Theorem 2 is now employed in the proof of the next important theorem:

Theorem 3 (Second Fundamental Theorem of FC for the GFD of arbitrary order in the
Riemann–Liouville sense). Let (κ, k) be a pair of the kernels from Ln and κ ∈ Cn−1

−1 (0,+∞).

For a function f ∈ C(1)
−1,(k)(0,+∞), the formula

(I(κ)D(k) f )(t) = f (t)−
n−1

∑
i=0

(
di

dti I(k) f
)
(0)

dn−1−iκ

dtn−1−i , t > 0 (32)

holds true.

Proof. First, we define an auxiliary function as follows:

ψ(t) := (I(κ)D(k) f )(t), t > 0. (33)

For a function f ∈ C(1)
−1,(k)(0,+∞), the inclusion ψ ∈ C1

−1,(κ)(0,+∞) ⊂ C(1)
−1,(k)(0,+∞)

holds true. Thus, the GFD (19) of the function ψ exists and belongs to the space C−1(0,+∞).
Theorem 1 implicates the relation

(D(k) ψ)(t) = (D(k) I(κ)D(k) f )(t) = (D(k) f )(t), t > 0
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that means that the function ψ− f belongs to the kernel of the GFD D(k). According to
Theorem 2, we obtain the representation

ψ(t)− f (t) =
n−1

∑
i=0

ai
dn−1−iκ

dtn−1−i , t > 0 (34)

with some constants a0, . . . , an−1 ∈ R. To determine these constants, we apply the GFI I(k)
to the representation (34) and use the condition (15) for the kernels (κ, k) ∈ Ln and the
inclusion κ ∈ Cn−1

−1 (0,+∞) to obtain the following chain of equations:

(I(k) (ψ− f ))(t) = (I(k) ψ)(t)− (I(k) f )(t) =

(
k ∗

n−1

∑
i=0

ai
dn−1−iκ

dtn−1−i

)
(t) =

n−1

∑
i=0

ai
dn−1−i

dtn−1−i (k ∗ κ)(t) =
n−1

∑
i=0

ai {1}<i+1>(t) =
n−1

∑
i=0

ai
ti

i!
.

Combining this formula with the representation

(I(k) ψ)(t) = (I(k) I(κ)D(k) f )(t) =
(
{1}<n> ∗ D(k) f

)
(t),

we arrive at the expression

n−1

∑
i=0

ai
ti

i!
=
(
{1}<n> ∗ D(k) f

)
(t)− (I(k) f )(t). (35)

As a result of the inclusion (D(k) f ) ∈ C−1(0,+∞), the function g(t) = ({1}<n> ∗
D(k) f )(t) belongs to the space Cn−1([0,+∞)) and g(0) = g′(0) = · · · = g(n−1)(0) = 0
(see [33]). Substituting t = 0 into (35), we obtain a formula for the coefficient a0:

a0 = −(I(k) f )(0). (36)

Differentiating (35) with respect to the variable t leads to the relation

n−1

∑
i=1

ai
ti−1

(i− 1)!
=
(
{1}<n−1> ∗ D(k) f

)
(t)− d

dt
(I(k) f )(t). (37)

Substituting t = 0 into (37), we obtain a formula for the coefficient a1:

a1 = − d
dt
(I(k) f )(0). (38)

Repeating the same operation (n− 1) times, we determine all coefficients a0, a1, . . . , an−1:

ai = −
di

dti (I(k) f )(0), i = 0, 1, . . . , n− 1. (39)

The Formula (32) immediately follows from the Formulas (34) and (39) and using the
representation (33) of the auxiliary function ψ.

Remark 2. Theorem 3 can be reformulated in terms of the projector operator of the GFD of the
Riemann–Liouville type as follows:
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On the space C(1)
−1,(k)(0,+∞), the projector operator F of the GFD of the Riemann–Liouville

type takes the form

(F f )(t) := f (t)− (I(κ)D(k) f )(t) =
n−1

∑
i=0

(
di

dti I(k) f
)
(0)

dn−1−iκ

dtn−1−i , t > 0. (40)

The right-hand side of the Formula (40) specifies the natural initial conditions that should be
posed while dealing with the initial-value problems for the fractional differential equations with
the GFDs of arbitrary order in the Riemann–Liouville sense. Some of these problems for the linear
single- and multi-term fractional differential equations will be formulated and solved in Section 4.

It is worth mentioning that the function F f always belongs to the kernel of the GFD D(k):

(D(k) (F f ))(t) = (D(k) f )(t)− (D(k) I(κ)D(k) f )(t) = (D(k) f )(t)− (D(k) f )(t) = 0, t > 0.

Remark 3. For the GFD (19) of the “generalized order” from the interval (0, 1) (the case of the
kernels (κ, k) ∈ L1), Theorem 3 was formulated and proven in [43]. In this case, the relation (32)
takes the form

(I(κ)D(k) f )(t) = f (t)− (I(k) f )(0) κ(t), t > 0. (41)

Remark 4. As mentioned in Remark 1, the pair of the functions κ(t) = hα(x), n− 1 < α <
n, n ∈ N and k(t) = hn−α(x) belongs to the set of kernels Ln. In this case, the GFI (18) and the
GFD (19) are reduced to the Riemann–Liouville fractional integral Iα

0+ and the Riemann–Liouville
fractional derivative Dα

0+ of the order α, respectively, and the Formula (32) takes the well-known
form (see e.g., [31] or [42]):

(Iα
0+ Dα

0+ f )(t) = f (t)−
n−1

∑
i=0

(
di

dti In−α
0+ f

)
(0) hα−n+i+1(t) = f (t)−

n

∑
j=1

(Dα−j
0+ f )(0)

tα−j

Γ(α− j + 1)
, t > 0. (42)

In FC, one of the important research topics is the sequential fractional derivatives and
the differential equations with these derivatives. The m-fold GFI and the m-fold sequential
GFDs of both the Riemann–Liouville and the Caputo types with the kernels (κ, k) ∈ L1
have been introduced and studied in [22,43]. In the rest of this section, we consider these
operators in the general case of the kernels (κ, k) ∈ Ln, n ∈ N. We start by defining the
convolution powers of the functions and the m-fold GFI and the m-fold sequential GFD of
the Riemann–Liouville type.

Definition 3. Let (κ, k) ∈ Ln, n ∈ N.
The m-fold GFI is defined as a composition of m GFIs with the kernel κ

(I<m>
(κ) f )(t) := (I(κ) . . . I(κ)︸ ︷︷ ︸

m times

f )(t) = (κ<m> ∗ f )(t), t > 0, (43)

where the convolution power g<m>, m ∈ N0, of a function g is given by the expression

g<m>(t) :=


1, m = 0,
g(t), m = 1,
(g ∗ . . . ∗ g︸ ︷︷ ︸

m times

)(t), m = 2, 3, . . . .
(44)

The m-fold sequential GFD in the Riemann–Liouville sense is defined as follows:

(D<m>
(k) f )(t) := (D(k) . . .D(k)︸ ︷︷ ︸

m times

f )(t), t > 0. (45)
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For m = 0, we define the operators I<0>
(κ)

and D<0>
(k) as the identity operator Id.

In the Formula (43), the kernel κ<m>, m ∈ N belongs to the space C−1(0,+∞) due to
Theorem 7 and thus the m-fold GFI is reduced to a GFI with the kernel κ<m>:

(I<m>
(κ) f )(t) = (κ<m> ∗ f )(t) = (I(κ)<m> f )(t), t > 0. (46)

The m-fold sequential GFD (45) is a generalization of the Riemann–Liouville sequential
fractional derivative to the case of the integro-differential operators with the kernels from Ln.

Repeatedly applying Theorem 1 for the GFI (18) and the GFD (19), we obtain the
following result:

Theorem 4 (First Fundamental Theorem of FC for the m-fold sequential GFD of arbitrary
order). Let (κ, k) ∈ Ln, n ∈ N.

Then, the m-fold sequential GFD (45) in the Riemann–Liouville sense is a left inverse operator
to the m-fold GFI (43) on the space C−1(0,+∞):

(D<m>
(k) I<m>

(κ) f )(t) = f (t), f ∈ C−1(0,+∞), t > 0. (47)

On a certain subspace of C−1(0,+∞), the m-fold sequential GFD (45) of arbitrary order
is also a right inverse operator to the m-fold GFI (43).

Theorem 5. Let (κ, k) ∈ Ln, n ∈ N.
Then, the m-fold sequential GFD (45) in the Riemann–Liouville sense is a right inverse

operator to the m-fold GFI (43) on the space

Cm
−1,(κ)(0,+∞) := { f : f (t) = (I<m>

(κ) φ)(t), φ ∈ C−1(0,+∞)}, (48)

i.e., the relation

(I<m>
(κ) D<m>

(k) f )(t) = f (t), f ∈ Cm
−1,(κ)(0,+∞), t > 0 (49)

holds true. Moreover, on this space, the m-fold sequential GFD (45) can be represented as a GFD
with the kernel k<m>:

(D<m>
(k) f )(t) = (D(k)<m> f )(t), f ∈ Cm

−1,(κ)(0,+∞), t > 0. (50)

Proof. For a function f ∈ Cm
−1,(κ)(0,+∞), we have a representation f (t) = (I<m>

(κ)
φ)(t), φ ∈

C−1(0,+∞) that leads to the following chain of equations due to Theorem 4:

(I<m>
(κ) D<m>

(k) f )(t) = (I<m>
(κ) D<m>

(k) I<m>
(κ) φ)(t) = (I<m>

(κ) φ)(t) = f (t).

This proves the relation (49).
As to the Formula (50), we evaluate its left- and right-hand sides for a function from

Cm
−1,(κ)(0,+∞) using Theorems 1 and 4 and the representation (46):

(D<m>
(k) f )(t) = (D<m>

(k) I<m>
(κ) φ)(t) = φ(t), t > 0

and

(D(k)<m> f )(t) = (D(k)<m> I<m>
(κ) φ)(t) = (D(k)<m> I(κ)<m> φ)(t) = φ(t), t > 0

that completes the proof of the theorem.
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Of course, the Formula (49) does not hold true for the m-fold sequential GFD (45)
defined on its natural domain

C(m)
−1,(k)(0,+∞) = { f ∈ C−1(0,+∞) : D<i>

(k) f ∈ C−1(0,+∞), i = 1, . . . , m}. (51)

For a pair of the kernels (κ, k) ∈ Ln, n ∈ N, the space Cm
−1,(κ)(0,+∞) defined by

Equation (48) is a subspace of the space C(m)
−1,(k)(0,+∞) because of Theorem 4. On the space

C(m)
−1,(k)(0,+∞), the projector operator of the m-fold sequential GFD (45) takes the form

described in the next theorem.

Theorem 6. Let f ∈ C(m)
−1,(k)(0,+∞).

The projector operator Fm of the m-fold sequential GFD (45) can be represented as follows:

(Fm f )(t) := f (t)− (I<m>
(κ) D<m>

(k) f )(t) =
m−1

∑
i=0

(I<i>
(κ) (F (D<i>)

(k) f ))(t), t > 0, (52)

where F stands for the projector operator (40) of the GFD D(k) of the Riemann–Liouville type.

Proof. On the space C(m)
−1,(k)(0,+∞), the identity operator Id can be represented as follows:

Id = (Id− I(κ) D(k)) + (I(κ) D(k) − I<2>
(κ) D<2>

(k) ) + · · ·+ (I<m−1>
(κ)

D<m−1>
(k) − I<m>

(κ) D<m>
(k) ) + I<m>

(κ) D<m>
(k) =

(Id− I(κ) D(k)) + (I(κ) (D(k) − (I(κ) D(k))D(k))) + · · ·+ (I<m−1>
(κ)

(D<m−1>
(k) − (I(κ) D(k))D<m−1>

(k) ))

+I<m>
(κ) D<m>

(k) = F + (I(κ) F(D(k))) + · · ·+ (I<m−1>
(κ)

F(D<m−1>
(k) )) + I<m>

(κ) D<m>
(k) .

The Formula (52) immediately follows from the last representation.

Evidently, the function (Fm f )(t) belongs to the kernel of the m-fold sequential GFD (45):

(D<m>
(k) (Fm f ))(t) = (D<m>

(k) f )(t)− ((D<m>
(k) I<m>

(κ) D<m>
(k) f )(t) = (D<m>

(k) f )(t)− (D<m>
(k) f )(t) = 0.

On the other hand, the inclusions

KerD(k) ⊂ KerD<2>
(k) ⊂ · · · ⊂ KerD<m>

(k)

follow directly from the definition of the m-fold sequential GFD (45).
In the rest of the paper, we deal with the single- and multi-term fractional differential

equations with the m-fold sequential GFDs (45) in the Riemann–Liouville sense. The For-
mulas (40) and (52) for the projector operators of the GFD D(k) of the Riemann–Liouville
type and the m-fold sequential GFD D<m>

(k) allow us to formulate the natural initial con-
ditions for these fractional differential equations. The solution method is based on the
Mikusiński-type operational calculus for the GFD D(k) in the Riemann–Liouville sense that
will be developed in the next section.

3. Operational Calculus for the GFD of Arbitrary Order in the Riemann–Liouville Sense

In the recent paper [21], a Mikusiński-type operational calculus for the GFD in the
Caputo sense with the “generalized order” from the interval (0, 1) (the case of the kernels
(κ, k) ∈ L1) was constructed. In this section, we discuss a modification and an extension of
this operational calculus to the case of the GFD of arbitrary order in the Riemann–Liouville
sense (the case of the kernels (κ, k) ∈ Ln, n ∈ N).

In what follows, we deal with the GFI defined by Equation (18) and the GFD of
arbitrary order in the Riemann–Liouville sense defined by Equation (19). The kernels κ
and k of the GFI and the GFD, respectively, are from the set Ln and thus they satisfy the
condition (15).
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As the GFI has the same form for the GFDs both in the Riemann–Liouville sense and
in the Caputo sense, some results presented in [21] remain valid for the operational calculus
for the GFD of arbitrary order in the Riemann–Liouville sense. In particular, we mention
the following important theorem:

Theorem 7 ([33]). The tripleR−1 = (C−1(0,+∞),+, ∗) with the usual addition + and multi-
plication ∗ in form of the Laplace convolution is a commutative ring without divisors of zero.

Thus, the GFI with the kernel κ can be interpreted as a multiplication on the ringR−1:

(I(κ) f )(t) = (κ ∗ f )(t), t > 0. (53)

As the GFD of arbitrary order in the Riemann–Liouville sense is a left inverse operator
to the GFI (18) (Theorem 1) and there exists no unity element with respect to multiplication
in R−1, representing GFD as a multiplication on the ring R−1 is not possible (see [21]
for details). However, following a standard procedure, we extend the ringR−1 to a field
of convolution quotients and define an algebraic GFD as a multiplication with a special
element of this field.

The convolution quotients are introduced as equivalence classes on the set C2
−1(0,+∞)

:= C−1(0,+∞)× (C−1(0,+∞) \ {0}) that are generated by the natural equivalence relation
in the form

( f1, g1) ∼ ( f2, g2)⇔ ( f1 ∗ g2)(t) = ( f2 ∗ g1)(t), ( f1, g1), ( f2, g2) ∈ C2
−1(0,+∞).

The equivalence classes C2
−1(0,+∞)/ ∼ are usually denoted as quotients:

f
g

:= {( f1, g1) ∈ C2
−1(0,+∞) : ( f1, g1) ∼ ( f , g)}.

On the set of equivalence classes, the usual operations of addition and multiplication are
introduced:

f1

g1
+

f2

g2
:=

f1 ∗ g2 + f2 ∗ g1

g1 ∗ g2
,

f1

g1
· f2

g2
:=

f1 ∗ f2

g1 ∗ g2
.

It is easy to verify that the operations + and · on C2
−1(0,+∞)/ ∼ are correctly defined

because they do not depend on the representatives of the equivalence classes.
The following important theorem is an immediate implication of Theorem 7:

Theorem 8 ([33]). The triple F−1 = (C2
−1(0,+∞)/ ∼, +, ·) is a field that is usually referred to

as the field of convolution quotients.

It is worth mentioning that the ringR−1 is embedded into the field F−1:

f 7→ f ∗ κ

κ
, (54)

where κ is the kernel of the GFI (18). Of course, in the Formula (54), κ can be replaced by
any other non-zero element of the space C−1(0,+∞).

Another useful operation on C2
−1(0,+∞)/ ∼ is multiplication with a scalar λ ∈ R or

λ ∈ C:

λ
f
g

:=
λ f
g

,
f
g
∈ C2

−1(0,+∞)/ ∼ .

Evidently, the space of functions C−1(0,+∞) is a vector space that induces a vector
space structure on the set C2

−1(0,+∞)/ ∼ of equivalence classes with the operations “+”
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and multiplication with a scalar. As the constant function {λ} is an element of the ring
R−1, one has to distinguish between multiplication with a scalar λ on the vector space
C2
−1(0,+∞)/ ∼ and multiplication with the constant function {λ} in the field F−1 of

convolution quotients that is defined as follows:

{λ} · f
g
=
{λ} ∗ f

g
,

f
g
∈ F−1.

As mentioned in [21], the unity element I = κ
κ of the field F−1 with respect to

multiplication does not belong to the ringR−1. Thus, it is not a conventional function but
rather a kind of a generalized function (hyperfunction in the terminology of [44]) that in
our operational calculus plays the role of the Dirac δ-function.

According to the Formula (53), the GFI (18) can be interpreted as multiplication with
the element κ ∈ R−1. The embedding (54) assigns to κ the element κ ∗ κ

κ ∈ F−1. Its inverse
element is another important hyperfunction that will be used in this section for defining an
algebraic GFD of the Riemann–Liouville type.

Definition 4 ([21]). The convolution quotient

Sκ =
κ

κ ∗ κ
∈ F−1 (55)

is referred to as an algebraic inverse element to the GFI (18).

Evidently, the relation
κ · Sκ = I (56)

holds true, where I is the unity of F−1 with respect to multiplication. It justifies the next
definition.

Definition 5. Let (κ, k) ∈ Ln, n ∈ N, the inclusion κ ∈ Cn−1
−1 (0, +∞) hold true, and f ∈

C−1(0, +∞).
The algebraic GFD of arbitrary order in the Riemann–Liouville sense is defined as follows:

D(k) f = Sκ · f − Sκ · (F f ), (57)

where the function f and the projector operator F f defined by the Formula (40) are interpreted as
elements of the field F−1.

In the previous section, the GFD (19) of arbitrary order in the Riemann–Liouville
sense was defined on the space of functions C(1)

−1,(k)(0,+∞) that consists of all functions
from C−1(0,+∞) whose GFD exists and belongs to the space C−1(0,+∞). As we see from
Definition 5, the algebraic GFD (57) is a generalized derivative that assigns a certain element
from the field F−1 to any function f from C−1(0,+∞). Thus, the algebraic GFD (57) makes
sense also for the functions whose GFD (19) does not exist in the usual sense. However, for
any function f ∈ C(1)

−1,(k)(0,+∞), the GFD (19) of arbitrary order in the Riemann–Liouville
sense coincides with the algebraic GFD (57). That is why we use the same notations for
both derivatives even if their domains are very different.

Theorem 9. Let (κ, k) ∈ Ln and the inclusion κ ∈ Cn−1
−1 (0, +∞) hold true.

For a function f ∈ C(1)
−1,(k)(0,+∞), its algebraic GFD (57) coincides with the GFD (19) of

arbitrary order in the Riemann–Liouville sense:

(D(k) f )(t) = D(k) f = Sκ · f − Sκ · (F f ), (58)



Mathematics 2022, 10, 849 14 of 24

where the projector operator F f is defined by the Formula (40) and the functions f , D(k) f , and F f
are interpreted as elements of the field F−1.

Proof. For a function f ∈ C(1)
−1,(k)(0,+∞), the Formula (40) deduced in the previous section

leads to the following representation:

(I(κ)D(k) f )(t) = (κ ∗ (D(k) f ))(t) = f (t)− (F f )(t), t > 0. (59)

Evidently, the right- and the left-hand sides of the relation (59) are from the space C(1)
−1,(k)

(0,+∞) ⊂ C−1(0, +∞) and thus we can interpret it as an equality of two elements from
the convolution quotients field F−1. Now, we multiply this equality with the element Sκ

and use the relation (56) to arrive at the representation (58).

Remark 5. A formula of type (58) for the Riemann–Liouville fractional derivative of arbitrary
non-negative order α, n− 1 ≤ α < n, n ∈ N was derived in [28] for the first time. As mentioned in
Remark 4, in this formula, the projector operator (40) for the Riemann–Liouville fractional derivative
has the well-known form

(F f )(t) =
n

∑
i=1

(Dα−i
0+ f )(0)

tα−i

Γ(α− i + 1)
, t > 0.

Thus, the natural initial condition for the fractional differential equations with the Riemann–
Liouville fractional derivative Dα

0+ is as follows:

(F f )(t) =
n

∑
i=1

(Dα−i
0+ f )(0)

tα−i

Γ(α− i + 1)
= γ(t), γ(t) ∈ Ker(Dα

0+). (60)

As a result of the representation

Ker(Dα
0+) =

{
n

∑
i=1

ai
tα−i

Γ(α− i + 1)
, a1, . . . , an ∈ R

}
,

the initial condition (60) can be rewritten in the standard form:

(Dα−i
0+ f )(0) = ai, i = 1, . . . , n. (61)

Now, we proceed with an extension of Definition 5 to the case of the m-fold sequential
GFD (45).

Definition 6. Let (κ, k) ∈ Ln, n ∈ N, the inclusion κ ∈ Cn−1
−1 (0, +∞) hold true, and f ∈

C−1(0, +∞).
The m-fold sequential algebraic GFD of arbitrary order in the Riemann–Liouville sense is

defined as follows:
D<m>
(k) f = Sm

κ · f − Sm
κ · (Fm f ), (62)

where the function f and the projector operator Fm f defined by the Formula (52) are interpreted as
elements of the field F−1.

The m-fold sequential algebraic GFD of arbitrary order in the Riemann–Liouville sense
is well defined for any function from the space C−1(0, +∞). Thus, it can be interpreted as a
kind of a generalized derivative. However, for the functions from the space C(m)

−1,(k)(0,+∞),
Theorem 6 and the arguments we employed in the case m = 1 ensure the result formulated
in the next theorem.

Theorem 10. Let (κ, k) ∈ Ln, n ∈ N and the inclusion κ ∈ Cn−1
−1 (0, +∞) hold true.
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For a function f ∈ C(m)
−1,(k)(0,+∞), its m-fold sequential algebraic GFD (62) coincides with

the m-fold sequential GFD (45):

(D<m>
(k) f )(t) = D<m>

(k) f = Sm
κ · f − Sm

κ · (Fm f ), (63)

where the projector operator Fm is defined by the Formula (52) and the functions f , D<m>
(k) f , and

Fm f are interpreted as elements of the field F−1.

Remark 6. Taking into account the Formula (52) for the projector operator Fm and the relations
(I<i>

(κ)
f )(t) = (κ<i> ∗ f )(t) and Sκ · κ = I, the representation (63) can be rewritten in a form

more convenient for dealing with the fractional differential equations containing the GFDs:

(D<m>
(k) f )(t) = D<m>

(k) f = Sm
κ · f −

m−1

∑
i=0

Sm−i
κ · (F (D<i>

(k) f )), (64)

where the projector operator F is given by the expression (40).

The Formulas (58) and (63) (or (64)) mean that the GFD (19) and the m-fold sequential
GFD (45) are reduced to multiplication with certain field elements on the field F−1 of
convolution quotients. Moreover, the initial conditions in terms of the corresponding
projector operators are also integrated into these formulas. Using the Formulas (58) and
(63) or (64), we can rewrite the initial-value problems for the linear fractional differential
equations with the GFDs (19) and the m-fold sequential GFDs (45) as some algebraic (in
fact, linear) equations on the field F−1. The solutions to these equations can be easily
obtained in explicit form. However, in general, they are elements of the field F−1 and
thus generalized functions or hyperfunctions. The embedding (54) of the ringR−1 into the
field F−1 ensures that some hyperfunctions can be interpreted as conventional functions
from the space C−1(0, +∞). In the rest of this section, we introduce an important class of
such hyperfunctions in the form of rational functions R(Sκ) = Q(Sκ)/P(Sκ), where Q and
P are polynomials and deg(Q) < deg(P). We start with a result regarding the so-called
convolution series generated by the functions from the space C−1(0,+∞).

Theorem 11 ([43]). Let a function κ ∈ C−1(0,+∞) be represented in the form

κ(t) = hp(t)κ1(t), t > 0, p > 0, κ1 ∈ C[0,+∞) (65)

and the convergence radius of the power series

Σ(z) =
+∞

∑
j=0

aj zj, aj ∈ C, z ∈ C (66)

be non-zero.
Then, the convolution series

Σκ(t) =
+∞

∑
j=0

aj κ<j+1>(t) (67)

is convergent for all t > 0 and defines a function from the space C−1(0,+∞).
Moreover, the series

t1−α Σκ(t) =
+∞

∑
j=0

aj t1−α κ<j+1>(t), α = min{p, 1} (68)

is uniformly convergent for t ∈ [0, T] for any T > 0.
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The convolution series (67) is a far-reaching generalization of the power series (66)
that corresponds to the case of the kernel κ = {1} (Mikusiński’s operational calculus for
the first-order derivative).

Example 1. For the geometric series

Σ(z) =
+∞

∑
j=1

λj−1zj, λ ∈ C, λ 6= 0, z ∈ C (69)

with the convergence radius r = 1/|λ|, the convolution series (67) takes the form

lκ,λ(t) =
+∞

∑
j=1

λj−1κ<j>(t), λ ∈ C, t > 0. (70)

According to Theorem 11, this series is convergent for all t > 0 and defines a function from the
space C−1(0,+∞).

Remark 7. The Mikusiński operational calculus for the first-order derivative ([26]) is based on the
kernel function κ = {1}. Since κ<j>(t) = {1}<j>(t) = hj(t), the convolution series (70) takes
the form of an exponential function:

lκ,λ(t) =
+∞

∑
j=1

λj−1hj(t) =
+∞

∑
j=0

(λ t)j

j!
= eλ t. (71)

Remark 8. For constructing an operational calculus of Mikusiński type for the Riemann–Liouville
fractional derivative ([31,32]), the kernel κ = hα of the Riemann–Liouville fractional integral is
used. Due to the relation κ<j>(t) = h<j>

α (t) = hjα(t), the convolution series (70) has the form

lκ,λ(t) =
+∞

∑
j=1

λj−1hjα(t) = tα−1
+∞

∑
j=0

λj tjα

Γ(jα + α)
= tα−1Eα,α(λ tα), (72)

where the two-parameter Mittag–Leffler function Eα,β is defined by the following absolutely conver-
gent series:

Eα,β(z) =
+∞

∑
j=0

zj

Γ(α j + β)
, <(α) > 0, z, β ∈ C. (73)

For other important particular cases of the convolution series (70), we refer to the
recent publication [21].

The role of the function lκ,λ in the operational calculus for the GFD of arbitrary order
in the Riemann–Liouville sense is illustrated in the next theorem.

Theorem 12 ([21]). For any element of the convolution quotients field F−1 in form (Sκ − λ) with
λ ∈ C, its inverse element with respect to multiplication is provided by the convolution series
lκ,λ ∈ R−1 ⊂ F−1 defined by Equation (70), i.e., the operational relation

I
Sκ − λ

= lκ,λ(t), t > 0 (74)

holds true.

In [21], a proof of this theorem was presented for the case of the kernels (κ, k) ∈ L1.
However, in the general case of the kernels (κ, k) ∈ Ln, n ∈ N, all arguments from this
proof, and thus the statement of Theorem 12, remain valid.
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Example 2. For the kernel κ = {1} (Mikusiński’s operational calculus for the first-order deriva-
tive), the operational relation (74) takes the form (see (71))

I
Sκ − λ

= lκ,λ(t) = eλ t. (75)

Example 3. For the kernel κ(t) = hα(t), t > 0 (operational calculi for the Riemann–Liouville and
the Caputo fractional derivatives [28,31–33]), the operational relation (74) has the form (see (72))

I
Sκ − λ

= lκ,λ(t) = tα−1Eα,α(λ tα), (76)

where the two-parameter Mittag–Leffler function Eα,β is defined by (73).

For other important particular cases of the operational relation (74), see [21].
Based on the Formula (74), other useful operational relations in terms of the con-

volution powers of the function lκ,λ defined by the Formula (70) can be easily deduced.
Since convolution of the functions from the ring R−1 complies with multiplication of
the corresponding elements of the field F−1, we immediately obtain the following opera-
tional relation:

I
(Sκ − λ)m = l<m>

κ,λ (t), t > 0, m ∈ N. (77)

It is worth mentioning that the convolution powers l<m>
κ,λ can be represented as some

convolution series by means of the Cauchy product for the convolution series (70) (see [21]
for more details).

Example 4. In the case of the kernel κ = {1} (Mikusiński’s operational calculus for the first-order
derivative), we obtain the well-known operational relation (see [26]):

I
(Sκ − λ)m = hm(t) eλ t. (78)

Example 5. For the kernel κ(t) = hα(t), t > 0 (operational calculi for the Riemann–Liouville and
the Caputo fractional derivatives), the operational relation (77) takes the form ([33]):

I
(Sκ − λ)m = tmα−1Em

α,mα(λtα), t > 0, m ∈ N, (79)

where the Mittag–Leffler type function Em
α,β is defined as follows:

Em
α,β(z) :=

∞

∑
j=0

(m)jzj

j!Γ(αj + β)
, α, β > 0, z ∈ C, (m)j =

j−1

∏
i=0

(m + i).

Finally, we mention that the operational relation (77) allows us to represent any
rational function in Sκ with the denominator’s degree grater than the numerator’s degree
as a conventional function from the space C−1(0,+∞).

Theorem 13. Let R(Sκ) = Q(Sκ)/P(Sκ), where Q and P are polynomials and deg(Q) < deg(P).
Then, the operational relation

R(Sκ) =
J

∑
j=1

mj

∑
i=1

aij l<i>
κ,λj

(t), t > 0,
J

∑
j=1

mj = deg (P) (80)
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holds true, where the constants λj and mj, j = 1, . . . , J are uniquely determined by representation
of the rational function R(Sκ) as a sum of the partial fractions:

R(Sκ) =
J

∑
j=1

mj

∑
i=1

aij

(Sκ − λj)i ,
J

∑
j=1

mj = deg (P). (81)

The proof of Theorem 14 immediately follows from the representation (81) and the
operational relation (77).

4. Fractional Differential Equations with the GFDs of Arbitrary Order in the
Riemann–Liouville Sense

Whereas the fractional differential equations, both ordinary and partial, with the GFDs in
the Caputo sense have been already discussed in several publications (see, e.g., [7–9,11–14,21]),
to the best of author’s knowledge, only one publication studying the fractional differential
equations with the GFDs in the Riemann–Liouville sense has been published until now.
In [22], analytical formulas for solutions to some linear single- and multi-term ordinary dif-
ferential equations with the GFDs in the Riemann–Liouville sense of the generalized order
from the interval (0, 1), i.e., with the kernels from the set L1 have been derived by using
the method of convolution series. In this section, we consider the initial-value problems for
the differential equations with the GFDs of arbitrary order in the Riemann–Liouville sense
with the suitably formulated initial conditions. Their solutions will be derived by using the
Mikusiński-type operational calculus developed in the previous section.

To demonstrate the method, we start with a simple equation that, however, has not yet
been considered in the literature. Let (κ, k) ∈ Ln, n ∈ N, the inclusion κ ∈ Cn−1

−1 (0, +∞)
hold true, and f ∈ C−1(0, +∞). We consider the following Cauchy problem:{

(D(k) y)(t)− λy(t) = f (t), λ ∈ R, t > 0,
(F y)(t) = γ0(t), γ0(t) ∈ Ker(D(k)),

(82)

where the projector operator F is defined by (40) and the null space of D(k) is given by the
Formula (29).

In (82), D(k) stands for the GFD of arbitrary order in the Riemann–Liouville sense and

the unknown function y is looked for in the space C(1)
−1,(k)(0,+∞).

Comparing the Formulas (29) and (40), we can represent the initial condition from (82)
in a more usual form:{

(D(k) y)(t)− λy(t) = f (t), λ ∈ R, t > 0,(
di

dti I(k) f
)
(0) = ai, i = 0, . . . , n− 1.

(83)

However, the expression (F y)(t) = γ0(t), γ0(t) ∈ Ker(D(k)) provides a natural form
of the initial condition that can be generalized to the case of the fractional differential
equations with the m-fold sequential GFDs of arbitrary order in the Riemann–Liouville
sense.

For a function y ∈ C(1)
−1,(k)(0,+∞), the GFD of arbitrary order in the Riemann–Liouville

sense coincides with the algebraic GFD on the field F−1 of convolution quotients (see the
Formula (58) from Theorem 9). Thus, the initial-value problem (82) is reduced to the
following linear equation on F−1:

Sκ · y− Sκ · γ0 − λy = f , (84)

where the functions y, f and γ0 from the ringR−1 are interpreted as the elements of the
field F−1.
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The unique solution to the linear Equation (84) takes the form

y = f · I
Sκ − λ

+ γ0 ·
Sκ

Sκ − λ
. (85)

The next step is an interpretation of the solution (85) as a conventional function. First,
we represent it in the form

y(t) = y f (t) + yiv(t), y f := f · I
Sκ − λ

, yiv := γ0 ·
Sκ

Sκ − λ
. (86)

The operational relation (74) from Theorem 12 and the embedding of the ring R−1
into the field F−1 immediately provide us with a suitable interpretation of the term y f :

y f (t) = f · I
Sκ − λ

= ( f ∗ lκ,λ)(t) =
∫ t

0
lκ,λ(τ) f (t− τ) dτ, (87)

where the function lκ,λ is the convolution series (70).
The part yiv of the solution can also be interpreted as a conventional function from the

ringR−1:

yiv = γ0 ·
Sκ

Sκ − λ
= γ0 ·

Sκ − λ + λ

Sκ − λ
= γ0 ·

(
I +

λ

Sκ − λ

)
= γ0 + λ(γ0 ∗ lκ,λ)(t). (88)

Now, we return to the representation γ0(t) = ∑n−1
i=0 ai

diκ
dti of the function γ0 ∈ Ker(D(k))

from the initial condition in (82). The Formula (40) for the projector operator F leads then
to the initial conditions in the form of n equations

(
di

dti I(k) f
)
(0) = ai, i = 0, . . . , n− 1 (see

the Formula (83)).
Making use of the identity κ · Sκ = I and the inclusion κ ∈ Cn−1

−1 (0, +∞), the part yiv
of the solution can be represented as an element of the ringR−1 as follows:

yiv(t) = γ0 ·
Sκ

Sκ − λ
=

n−1

∑
i=0

ai
diκ

dti ·
Sκ

Sκ − λ
=

n−1

∑
i=0

ai
di

dti
κ · Sκ

Sκ − λ
=

n−1

∑
i=0

ai
di

dti
I

Sκ − λ
=

n−1

∑
i=0

ai
di

dti lκ,λ(t), (89)

where lκ,λ is the convolution series (70).
Summarizing the derivations above, we obtain a proof of the following theorem:

Theorem 14. Let (κ, k) ∈ Ln, n ∈ N, the inclusion κ ∈ Cn−1
−1 (0, +∞) hold true, and f ∈

C−1(0, +∞).
The unique solution y ∈ C(1)

−1,(k)(0,+∞) to the initial-value problem (82) for the fractional
differential equation with the GFD of arbitrary order in the Riemann–Liouville sense is given by the
expression

y(t) = y f (t) + yiv(t) = ( f ∗ lκ,λ)(t) + γ0 + λ(γ0 ∗ lκ,λ)(t), (90)

where lκ,λ is the convolution series (70).
For the initial conditions as in Equation (83), this solution can be represented as follows:

y(t) = y f (t) + yiv(t) = ( f ∗ lκ,λ)(t) +
n−1

∑
i=0

ai
di

dti lκ,λ(t). (91)

The function y f is the solution to the problem with the homogeneous initial condition (γ0(t) ≡ 0),
whereas the function yiv is the solution to the problem for the homogeneous equation ( f (t) ≡ 0).

Remark 9. The Cauchy problem (82) with the GFD of the generalized order from the interval (0, 1)
(the case of the kernels (κ, k) ∈ L1) was solved in [22] by employing the method of convolution
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series. In this case, the function γ0 ∈ Ker(D(k)) has the form γ0(t) = a0κ(t). According to the
Formula (89), the part yiv of the solution can be represented as follows:

yiv(t) = a0lκ,λ(t). (92)

Thus, the solution (91) to the Cauchy problem (83) with the initial condition
(
I(k) y

)
(0) = a0 takes

the form
y(t) = ( f ∗ lκ,λ)(t) + a0lκ,λ(t),

which is exactly the same formula that was derived in [22].

Example 6. In the case of the Riemann–Liouville fractional derivative of order α, n− 1 < α <
n, n ∈ N (κ(t) = hα(t), k(t) = hn−α(t)), the function lκ,λ is given by the Formula (72) in terms
of the two-parameter Mittag–Leffler function. Since this power series is absolutely and uniformly
convergent on any closed interval [ε, T], we can differentiate it term-by-term and obtain the formula

di

dti lκ,λ(t) =
di

dti tα−1Eα,α(λ tα) = tα−1−iEα,α−i(λ tα), t > 0. (93)

Theorem 14 and the representation (89) lead to the well-known solution formula

y(t) = ( f (τ) ∗ τα−1Eα,α(λ τα))(t) +
n−1

∑
i=0

ai tα−1−iEα,α−i(λ tα) (94)

to the following Cauchy problem for the single-term fractional differential equation with the Riemann–
Liouville fractional derivative of order α with α ∈ (n− 1, n), n ∈ N:{

(Dα
0+ y)(t)− λy(t) = f (t), λ ∈ R, t > 0,(

Dα−n+i
0+ f

)
(0) = ai, i = 0, . . . , n− 1.

(95)

In [31], this formula was deduced by means of an operational calculus for the Riemann–
Liouville fractional derivative.

In the rest of this section, we consider a class of the multi-term fractional differential
equations with the sequential GFDs of arbitrary order in the Riemann–Liouville sense.

Let Pm(z) = ∑m
p=0 cpzp be a polynomial with the real or complex coefficients, (κ, k) ∈

Ln, n ∈ N, the inclusion κ ∈ Cn−1
−1 (0, +∞) hold true, and f ∈ C−1(0, +∞). In analogy to

the single-term case, we formulate the following Cauchy problem for a linear multi-term
fractional differential equation with the sequential GFDs and the constant coefficients:∑m

p=0 cp(D
<p>
(k) y)(t) = f (t), cp ∈ C, p = 0, 1, . . . , m, t > 0,

(FD<p>
(k) )(t) = γp(t), γp(t) ∈ Ker(D(k)), p = 0, . . . , m− 1,

(96)

where D<p>
(k) stands for the sequential GFD of arbitrary order in the Riemann–Liouville

sense, the projector operator F is defined by the Equation (40), the null space of D(k) is given

by the Formula (29), and the unknown function y is looked for in the space C(m)
−1,(k)(0,+∞).

Our main result concerning the problem (96) is formulated in the next theorem.

Theorem 15. The unique solution to the Cauchy problem (96) on the space C(m)
−1,(k)(0,+∞) can be

represented as follows:
y(t) = y f (t) + yiv(t), t > 0, (97)
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where y f is the unique solution to the Cauchy problem (96) with the homogeneous initial conditions
(γp(t) ≡ 0, p = 0, . . . , m− 1) in the form

y f (t) =
J

∑
j=1

mj

∑
i=1

cij( f ∗ l<i>
κ,λj

)(t),
J

∑
j=1

mj = m, (98)

and yiv is the unique solution to the Cauchy problem (96) for the homogeneous equation ( f (t) ≡ 0)
in the form

yiv = γ0(t) +
m−1

∑
p=0

J

∑
j=1

mj

∑
i=1

cijp(γp ∗ l<i>
κ,λj

)(t),
J

∑
j=1

mj = m. (99)

In the Formulas (98) and (99), the convolution series lκ,λ is defined by the Equation (70) and
the constants λj , cij, cijp are determined by the representations of the rational functions 1

Pm(z) and
Pp(z)
Pm(z) , Pp(z) = ∑

m−p
j=1 cp+jzj, p = 0, . . . , m− 1 as the sums of the partial fractions

1
Pm(z)

=
1

cm(z− λ1)m1 × . . .× (z− λJ)
mJ

=
J

∑
j=1

mj

∑
i=1

cij

(z− λj)i , (100)

Pp(z)
Pm(z)

=
J

∑
j=1

mj

∑
i=1

cijp

(z− λj)i , p = 1, .., m− 1;
P0(z)
Pm(z)

= 1 +
J

∑
j=1

mj

∑
i=1

cij0

(z− λj)i . (101)

Proof. Our strategy for solving the Cauchy problem (96) is the same as the one for the
single-term problem (82).

First, we apply the Formula (64) to rewrite the Cauchy problem (96) as an algebraic
(in fact, linear) equation on the field F−1 of convolution quotients:

c0y +
m

∑
p=1

cp(S
p
κ · y−

p−1

∑
j=0

Sp−j
κ · γp) = f , (102)

where the functions f , y, and γp, p = 0, . . . m− 1 are interpreted as elements of the field
F−1. Equation (102) can be rewritten in the form

Pm(Sκ) · y = f +
m−1

∑
p=0

γp · Pp(Sκ), Pp(Sκ) =
m−p

∑
j=1

cp+jS
j
κ , p = 0, 1, . . . , m− 1. (103)

The linear Equation (103) has a unique solution on the field F−1 of convolution
quotients:

y = y f + yiv = f · I
Pm(Sκ)

+
m−1

∑
p=0

γp ·
Pp(Sκ)

Pm(Sκ)
, Pp(Sκ) =

m−p

∑
j=1

cp+jS
j
κ . (104)

In general, the right-hand side of the Formula (104) is an element of the fieldF−1, i.e., a
hyperfuntion. As the ringR−1 is embedded into the field F−1 of convolution quotients and
the linear Equation (103) possesses a unique solution in form (104), the Cauchy problem (96)
has a unique solution on the space C(m)

−1,(k)(0,+∞) if and only if the right-hand side of the

Formula (104) can be interpreted as a conventional function from the space C(m)
−1,(k)(0,+∞).

Let us verify that this is really the case.
First, we note that the solution Formulas (97), (98), and (99) immediately follow from

the representation (104), Theorem 13, and the relations (100) and (101). The only delicate
case is the rational function P0(Sκ)

Pm(Sκ)
because deg(P0) = deg(Pm) = m. Thus, we have to
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proceed as in the case of the single-term Equation (82) and to represent this rational function
as follows:

P0(Sκ)

Pm(Sκ)
=

P0(Sκ) + c0 − c0

Pm(Sκ)
=

Pm(Sκ)− c0

Pm(Sκ)
= I − c0

Pm(Sκ)
.

Using this representation and the Formula (101), we arrive at the relation

γ0 ·
P0(Sκ)

Pm(Sκ)
= γ0 ·

(
I − c0

Pm(Sκ)

)
= γ0(t) +

J

∑
j=1

mj

∑
i=1

cij0(γ0 ∗ l<i>
κ,λj

)(t) (105)

that is exactly the part of the Formula (99) that corresponds to the rational function P0(Sκ)
Pm(Sκ)

.
Now, we prove that the right-hand side of the Formula (104) can be interpreted as a

conventional function from the space C(m)
−1,(k)(0,+∞).

We start by mentioning that any element of F−1 in form I
Sκ−λ , λ ∈ C is reduced to

a conventional function from the space C−1(0, +∞) (see Theorem 12). By definition, this
space coincides with the space C(0)

−1,(k)(0,+∞).
To proceed, we prove now the following auxiliary statement: if a function u is from

the space C(s)
−1,(k)(0,+∞), s ∈ N0, then the function

v = u · I
Sκ − λ

= u ∗ lκ,λ (106)

belongs to the space C(s+1)
−1,(k)(0,+∞). Indeed, since u and lκ,λ are from the space C−1(0, +∞),

the inclusion v ∈ C−1(0, +∞) holds true because of Theorem 7. Multiplying the Equation (106)
with Sκ − λ and then with the kernel κ and using the identity κ · Sκ = I, we arrive at the
following equation for the function v:

v(t) = (I(κ) u)(t) + λ(I(κ) v)(t), (107)

where I(κ) is the GFI with the kernel κ. As the functions u and v are from the space

C−1(0, +∞), Theorem 1 leads to the inclusion v ∈ C(1)
−1,(k)(0,+∞). If the function u is

from the space C(s)
−1,(k)(0,+∞) with s = 0, the auxiliary statement is proven. If s ≥ 1, the

functions u and v belong to the space C(1)
−1,(k)(0,+∞) and the relation (107) along with

Theorem 1 ensures the inclusion v ∈ C(2)
−1,(k)(0,+∞). Repeating the same arguments again

and again, we arrive at the inclusion v ∈ C(s+1)
−1,(k)(0,+∞) that we wanted to prove.

Now, we employ the inclusion f ∈ C−1(0, +∞), the representation (100) with m1 +
. . . + mJ = m, and the auxiliary statement proven above to obtain the inclusion y f =

f · I
Pm(Sκ)

∈ C(m)
−1,(k)(0,+∞). As to part yiv of the solution, we first recall the inclusions

γp ∈ kerD(k), p = 0, 1, . . . , m − 1. Consequently, the functions γp, p = 0, 1, . . . , m − 1

belong to the space C(s)
−1,(k)(0,+∞) for any s ∈ N. For p = 1, . . . , m − 1, the inclusions

γp ·
Pp(Sκ)

Pm(Sκ)
∈ C(s)

−1,(k)(0,+∞) with arbitrary s ∈ N immediately follow from the inclusions

γp ∈ C(s)
−1,(k)(0,+∞) and the auxiliary statement proved above. For p = 0, we refer to the

representation (see the Formula (105)):

γ0 ·
P0(Sκ)

Pm(Sκ)
= γ0 ·

(
I − c0

Pm(Sκ)

)
= γ0(t)− γ0 ·

c0

Pm(Sκ)

that leads to the inclusion γ0 · P0(Sκ)
Pm(Sκ)

∈ C(s)
−1,(k)(0,+∞) with arbitrary s ∈ N by the same

arguments that we employed above.
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Remark 10. The initial conditions (FD<p>
(k) )(t) = γp(t), γp(t) ∈ Ker(D(k)), p = 0, 1, . . . , m−

1 from the Cauchy problem (96) can be represented in a more usual form (see the Formula (40) for
the projector operator F):∑m

p=0 cp(D
<p>
(k) y)(t) = f (t), cp ∈ C, p = 0, 1, . . . , m, t > 0,(

di

dti I(k)D
<p>
(k)

)
(0) = aip, i = 0, . . . , n− 1, p = 0, . . . , m− 1.

(108)

Remark 11. The solution formulas of type (97), (98), and (99) to the Cauchy problem (96) for
the multi-term fractional differential equations with the Riemann–Liouville fractional derivatives
(κ(t) = hα(t), k(t) = hn−α(t)) were derived in [28,31] by using an operational calculus of the
Mikusiński type for the Riemann–Liouville fractional derivative.
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