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Abstract: For computationally intensive problems, data-driven evolutionary algorithms (DDEAs)
are advantageous for low computational budgets because they build surrogate models based on
historical data to approximate the expensive evaluation. Real-world optimization problems are
highly susceptible to noisy data, but most of the existing DDEAs are developed and tested on ideal
and clean environments; hence, their performance is uncertain in practice. In order to discover how
DDEAs are affected by noisy data, this paper empirically studied the performance of DDEAs in
different noisy environments. To fulfill the research purpose, we implemented four representative
DDEAs and tested them on common benchmark problems with noise simulations in a systematic
manner. Specifically, the simulation of noisy environments considered different levels of noise
intensity and probability. The experimental analysis revealed the association relationships among
noisy environments, benchmark problems and the performance of DDEAs. The analysis showed that
noise will generally cause deterioration of the DDEA’s performance in most cases, but the effects
could vary with different types of problem landscapes and different designs of DDEAs.

Keywords: data-driven optimization; evolutionary computation; surrogate models; noisy environment

MSC: 68W50

1. Introduction

Data-driven evolutionary algorithms (DDEAs) are a superposition of evolutionary
computation, machine learning and data science [1]. With the help of available data, DDEAs
construct surrogate models to predict the fitness values of candidate solutions without
expensive fitness evaluations. A considerable amount of literature has been published on
DDEAs owing to their effectiveness for solving real-world problems [2]. Various DDEAs
have been introduced to tackle the problems of expensive fitness evaluations. However,
noisy data have brought challenges to the real-world optimization of DDEAs because the
performance of DDEAs is greatly affected by noisy data [3,4]. To address this issue, there is
an urgent need to investigate the degree to which DDEAs are affected by different noisy
environments and the reasons for this.

DDEAs can generally be divided into online and offline DDEAs according to whether
new data can be generated during the optimization process [5]. Both online and offline
DDEAs are exposed to the challenges of low quality data. The available data might be
incomplete [6], imbalanced [7–9] and noisy in quite common cases [10]. In this work, we
focused on noisy data-driven optimization problems. Apparently, the quality of surrogate
models would decline if they were trained on noisy datasets instead of the ideal clean
datasets used in previous studies. Subsequently, the increased approximation error of
solution evaluation would decrease the search efficacy of the EA population. Although this
conclusion might be obvious, we have no explicit knowledge on under which circumstances
and/or the degree to which noisy data affect the performance of DDEAs yet. In the
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literature, there are plenty of research efforts paid to analyze the traditional real evaluation-
based evolutionary algorithms (denoted as REEAs in this paper) in noisy environments
empirically [11,12] or theoretically [13–15]. However, because of the difference between
REEAs and DDEAs, those observations/conclusions cannot be directly transferred from
REEAs to DDEAs.

As DDEAs show their superiority to REEAs when encountering real-world problems
with expensive or implicit fitness evaluations, this paper is dedicated to our performance
of extensive experiments to investigate the performance of DDEAs in noisy environments.
Inspired by the progress in simulating noisy environments [16–18], we proposed to add
noise to the test environments of DDEAs by making the following assumption: the exact
fitness value f (x) can only be obtained in a certain probability Pn, whereas in the other cases,
the obtained evaluation value is f (x) + ε, which contains a noise component. Meanwhile,
the magnitude of the noisy term ε determines the noise intensity, which has different levels
according to a signal-to-noise ratio (SNR) parameter. In addition to the simulation of the
noisy environment, there remained two issues for carrying out the empirical analysis. The
first issue surrounded which algorithms to test, and the second involved the selection
of benchmark problems. After carefully surveying the well-known and state-of-the-art
DDEA variants, we chose four representative algorithms with different characteristics: an
offline data-driven evolutionary algorithm assisted by selective ensembles (DDEA-SE) [19],
a social learning particle swarm optimization algorithm assisted by a multi-objective infill
criterion-driven Gaussian process (MGP-SLPSO) [20], a surrogate-assisted particle swarm
algorithm with the help of committee-based active learning (CAL-SAPSO) [21] and a
Gaussian process-assisted evolutionary algorithm (GPEME) [22]. The above one offline
DDEA and three online DDEAs are discussed in Sections 2.1–2.4 in detail. On the other
hand, five benchmark problems, which are frequently adopted for testing the performance
of DDEAs [19,20,23], are chosen for testing.

Therefore, in this paper, experiments are carried out to test the four representative
DDEAs on the five benchmark problems in noisy environments within different noisy
levels. Our major findings are threefold. (1) The performance of DDEAs is not very altered
if the noise level is low, but with increases in the noise level, the performance of DDEAs
declines seriously. (2) For different benchmark problems, the noise has different effects. For
example, if the problem contains rugged prominent optimum regions, the addition of noise
reduces the search efficiency of the algorithms significantly. Differently, the problems in
which the neighborhoods of the optima are relatively flat have a larger level of resistance to
the noise, and, sometimes, they may even receive benefits from the noise. (3) Concerning
different DDEAs tested in this study, the offline DDEA has advantages over the online
DDEAs in noisy data-driven optimization problems.

The remainder of this paper is as follows: Section 2 introduces the main concepts of
DDEAs and a brief introduction of the four DDEAs related to the experiment. In Section 3,
the simulation of the noisy environment is fully explained, including the basic definitions,
the noise parameter settings, and the benchmark problems. The experimental processing
and analysis are detailed in Section 4, which discusses the performance of DDEAs in the
noisy environment from three perspectives. Section 5 summarizes the influence of noisy
environments on DDEAs and finally proposes promising future directions of DDEAs in
noisy environments.

2. Data-Driven Evolutionary Algorithms (DDEAs)

The obstacle faced by traditional EAs to solving real-world optimization problems
is in the need for a large number of iterations to search in the problem space. During the
search process, traditional REEAs need to evaluate the fitness value of generated candidate
solutions by the real evaluation model. However, in many realistic optimization problems,
the evaluation of the fitness value can be expensive or time-consuming [24], which limits
the search ability of traditional REEAs. To solve this problem, DDEAs are equipped with
surrogate models built from evaluated data to replace part or all of the evaluations during
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the search. In addition to mitigating the expensive optimization problems, surrogate
models can be helpful for dynamic optimization problems, such as the robust optimization-
over-time method [25]. The main idea of surrogate models is to simulate the relationship
between decision variables and objective variables based on historical data. Using historical
data, some common surrogate models such as Kriging model [26,27], artificial neural
network [28–30], radial basis function network [31–33] and other machine learning models
can be trained by the corresponding training method and used for predicting the fitness
value of the candidate solutions.

In order to predict the fitness value of the candidate solutions generated during
the optimization, DDEAs use historical data to construct surrogate models and fit the
mapping relationship between the solution space and the fitness value space. The algorithm
framework of DDEAs is similar to that of traditional EAs. At the beginning, the parent
population is initialized randomly. Afterwards, in each iteration of DDEAs, a series
of evolutionary operations, such as crossover and mutation, are performed on parent
individuals to generate offspring. To evaluate the fitness of the offspring individuals,
DDEAs use the surrogate model to approximate the real value. According to the predicted
fitness value of the current parent and offspring individuals, the parent individuals of the
next generation are selected.

DDEAs are divided into two major types, online DDEAs and offline DDEAs, according
to whether the certain number of expensive real fitness functions are allowed to be used
during the optimization process [5]. Online DDEAs allow for the expensive and accurate
evaluation of true fitness values. However, the number of expensive fitness evaluations
is limited; thus, online DDEAs need a selection step to choose the promising candidate
solutions for the expensive real fitness evaluation. Offline DDEAs can only evaluate the
fitness of the candidate solutions according to the surrogate model constructed from the
historical data. Because offline DDEAs are not allowed to use the real fitness function
during the optimization process, more attention should be placed on the performance of
the surrogate model. According to [1], we carefully selected four typical DDEAs for our
research. The four algorithms mentioned below cannot represent the best algorithms among
the current DDEAs, but they have different characteristics. We chose these four algorithms
to investigate the performance of DDEAs in noisy environments and the influence of noisy
environments on these algorithms.

2.1. DDEA-SE

DDEA-SE [34,35], by combining methods of bagging and model selection strategies,
is a representative offline data-driven EA with excellent efficiency. Since no new data are
available to update the model during optimization, DDEA-SE builds large numbers of
surrogates based on data resampled from historical data by bagging and then adaptively
selects some of the surrogates to form the ensemble learner. More specifically, DDEA-
SE uses radial basis function networks as the surrogate model. Before the optimization,
DDEA-SE trains T surrogate models based on the historical data. In each iteration, the best
individual estimated by all the base models is used to sort the base models. The sorted
base models are divided into Q groups, and then one model from each group is selected
randomly to ensemble the final surrogate model to evaluate the population. To achieve
sufficiently good approximation accuracy with relatively low computational costs, T is
set to 2000 and Q is set to 100, which is recommended by the original reference. During
the optimization, DDEA-SE uses a canonical evolutionary algorithm as optimizer, which
carries out polynomial mutation, tournament selection and simulated binary crossover.

2.2. MGP-SLPSO

MGP-SLPSO [20] is an online DDEA aimed at high-dimensional problems. It proposes
multi-objective infill criterion that takes the performance and uncertainty of the candidate
solutions as the reference to choose the most valuable solution to be evaluated by the real
fitness function. The optimization algorithm used in the multi-objective infill criterion is the
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NSGA-II [36]. Meanwhile, MGP-SLPSO uses the Gaussian process as the surrogate model.
Different from offline DDEAs, MGP-SLPSO applies part of the computational budget to
the real evaluation, which means that the historical data available for training surrogates
is less than that of offline DDEAs. During the optimization, MGP-SLPSO uses the social
learning particle swarm optimization algorithm as the optimizer [37].

2.3. CAL-SAPSO

CAL-SAPSO [21] is an online data-driven evolutionary algorithm based on committee-
based active learning. Committee-based active learning involves a committee of models
that vote on the candidate solutions. The candidate solution with the largest disagreement
among the models is evaluated by the real fitness function. Before the optimization, Latin
hypercube sampling is applied to initialize the historical data [38]. Therefore, CAL-SAPSO
applies part of the computational budget to the initialization of the data. When the budget
is exhausted, the optimization is completed. During the optimization, a variant PSO is
employed as the optimizer of CAL-SAPSO [39].

2.4. GPEME

GPEME [22] represents the Gaussian process surrogate model-assisted evolutionary
algorithm for medium-scale, computationally expensive optimization problems. Compared
with the DDEAs above, GPEME is the simplest algorithm. In terms of surrogate model,
GPEME uses a single Kriging, while DDEA-SE and CAL-SAPSO use several models to
improve the performance of the surrogate model. In terms of the model management
strategy for updating surrogate models, GPEME chooses the individuals according to a
simple infill criterion, while MGP-SLPSO selects individuals by using a multi-objective
infill criterion, which considers the fitness and the uncertainty as two separate objectives,
and CAL-SAPSO picks the individuals by using a committee-based strategy which can
represent the uncertainty. Using the Gaussian process as the surrogate model to predict the
solutions, GPEME chooses the most promising candidate solution according to the lower
confidence bound of the solutions [40]. During the optimization, GPEME uses a differential
evolutionary algorithm as the optimizer [41].

3. Noisy Environment Simulation (NES)

In this section, we introduce details regarding NES, including the preliminaries and
basic definitions of NES, the noise parameter settings of NES and the benchmark problems
used in NES.

3.1. Preliminaries and Basic Definitions

Noise can be found everywhere during the stage of data storage and processing,
making it difficult to avoid [42,43]. Especially in the era of big data, it is difficult for us
to guarantee the quality of data in order to achieve a realistic optimization problem. In
order to simulate the noisy environment of the real optimization problem, the current
noise simulation methods mainly include two ways, the Cauchy noise simulation and
the Gaussian noise simulation [44–46]. Since no obvious difference in the performance of
evolutionary strategy has been observed in the presence of Cauchy noise and Gaussian
noise [47], the noisy environments in this paper are simulated by the Gaussian noise.

The approach to simulating the noisy environment is to add noise terms into the
fitness function. Goh and Tan [48] simulate the noise by adding a Gaussian noise term
into the fitness function with a mean value of zero and a variance of the maximum of
the fitness value. However, it can occur that using this approximation method will cause
some problems in the simulated noisy environment. For example, almost all the data
obtained from the modified fitness function are affected by the noise. Meanwhile, the
intensity of noise is determined by the maximum value of the fitness value, rather than the
overall magnitude of the fitness value or the signal strength. According to the experience,
noisy data appear with probability, and the intensity of noise is measured based on signal
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strength. Therefore, in this study, the NES is controlled by two parameters: the probability
parameter Pn to control the occurrence probability of noise and the intensity parameter
SNR to control the signal-to-noise ratio.

In each instance of evaluating a solution x in the NES, its fitness is

f (x) =

{
f (x) + ε, i f random(0, 1) < Pn

f (x), otherwise
, ε ∼ normal

(
0, σ2

)
. (1)

where Pn represents the probability of adding noise to the exact fitness function, and ε is
the noise component following the Gaussian distribution with a mean of zero and variance
of σ2. The value of σ2 denotes the noise intensity, which is calculated based on Equation (2)
to realize different signal-to-noise ratios:

σ2 = 10SNR/10 ∑N
i=1

f (xi)
2

N
. (2)

According to Equation (1), we can find that the simulated noisy environment is
determined by a binary tuple (SNR, Pn). Therefore, we can simulate different levels of the
noisy environment by choosing reasonable parameters.

3.2. Noise Parameter Settings

Overlarge noise probability and intensity will make the optimization problem become
the problem dominated by noise that is unreasonable and meaningless. As too strong
noise will not conform to the reality and too weak noise will be equated with the non-noisy
environment, we set Pn ∈ {0, 0.1, 0.2, 0.3} and SNR ∈ {10, 20, 30, 40, ∞}. Shown in Table 1,
12 noise levels can be obtained by combining the parameters Pn and SNR. It should be
noted that it is difficult for us to judge which parameter between noise probability and noise
intensity has a greater impact on the noisy environment. Thus, we cannot compare which
is noisier between the one environment (Pn = 0.1, SNR = 10) and the other environment
(Pn = 0.2, SNR = 20). We can only make the comparison by controlling one parameter.
For example, under the same noise probability, the lower the noise intensity, i.e., the greater
SNR, the noisier the noisy environment is. Under the same noise intensity, the higher the
noise probability, the noisier the noisy environment is. In addition, if noise probability is
larger and noise intensity is smaller, the noisy environment will become noisier. We simulate
the noisy environment based on the two-dimensional ellipsoid benchmark problem. The
simulated images are shown in Figure 1. According to Figure 1, it can be found that after
adding noise, the degree of disturbance is intuitively accordant with the real noise.

Table 1. Noisy environment settings.

Symbol NE0 NE1 NE2 NE3 NE4 NE5 NE6 NE7 NE8 NE9 NE10 NE11 NE12

SNR ∞ 40 40 40 30 30 30 20 20 20 10 10 10
Pn 0 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3
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3.3. Benchmark Problems

Because an EA essentially is a heuristic search algorithm based on population iteration,
it is difficult to prove the efficacy and performance of the algorithm through mathematical
deduction. Therefore, the efficacy and performance of the EA can only be verified through
a series of benchmark problems [49]. However, one risk of using benchmark problems
to evaluate EAs is that the conclusions drawn from the experiment may depend on the
benchmark problems being tested. To reduce this risk, the suite of benchmark problems
should be both diverse and challenging. On the other hand, different types of benchmark
problems have different points of concern on EAs. Using a variety of benchmark problems
is also conducive to analyzing the influence of the noisy environment on DDEAs. Consid-
ering the diversity and difficulty of benchmark problems, we choose the following five
benchmark problems.

1. Ellipsoid

F1(x) = ∑D
i=1 i · x2

i . (3)

2. Rosenbrock

F2(x) = ∑D−1
i=1

(
100
(

x2
i − xi+1

)2
+ (xi+1 − 1)2

)
. (4)

3. Ackley

F3(x) = −20e−0.2
√

1
D ∑D

i=1 x2
i − e

1
D ∑D

i=1 cos (2πxi) + 20 + e. (5)

4. Griewank

F4(x) = ∑D
i=1

x2
i

4000
−∏D

i=1 cos
(

xi√
i

)
+ 1. (6)

5. Rastrigin

F5(x) = ∑D
i=1

(
x2

i − 10 cos(2πxi) + 10
)

. (7)
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The above five benchmark problems may not be the most complex problems, but they
all have their own characteristics, which will be fully discussed in Section 4.4. Considering
the adaptability of the selected algorithms to the dimension of the optimization problems,
the dimensions of the problems are set at 10 and 30, i.e., D ∈ {10, 30}.

4. Experiments and Analysis

In this section, we display the experimental settings and results and then analyze the
experimental results in order to obtain some research conclusions. The influence of NES on
DDEAs can be analyzed from three perspectives. The first is a performance comparison
between DDEAs in an ideal environment (IES) and those in an NES with different levels
of noise in order to find out how the noise with different levels affects the performance of
DDEAs on optimization problems. The second aspect is the performance of DDEAs in IES
and NES for different types of benchmark problems to find out what kind of optimization
problems are slightly or significantly affected by the noise. In the third, for different DDEAs,
the influence degree of NES on each algorithm is discussed to find out what kind of DDEAs
are more resistant to the noise.

4.1. Experimental Settings

Most of the parameters of the DDEAs we chose are set according to their corresponding
reference, except for the computational budget, or function evaluations. Online DDEAs
collect new data during the optimization process, which may lead to unfair comparison
between online DDEAs and offline DDEAs. For the sake of fairness, we uniformly set the
computational budget 11×D, which is a widely used value in the research of DDEAs to test
the performance of DDEAs [23,50–52]. It is evident that this is a reasonable setting because
DDEAs are designed to be applied in environments with limited computational budgets.
From the perspective of computational budget allocation, offline DDEAs allocate all the
computational budget to generating the historical data, while online DDEAs allocate part
or even all the computational budget to the evaluation of promising candidate solutions
during the optimization process. For fairness, no special technique like the one used in [53]
was used for infeasible solutions. For GPEME, infeasible solutions are replaced by the new
solutions randomly generated in the domain. For other algorithms, the decision values
of infeasible solutions are adjusted to the corresponding boundary value when they cross
the border.

We tested four selected algorithms on five benchmark problems under 12 levels of
NES. Because the fitness function used in the optimization process is noisy, we needed to
evaluate the non-noisy fitness value of the optimal solution as the experimental results of
DDEAs. In addition, the optimization results of DDEAs on five benchmark functions in the
IES were considered as the results of the blank experiments. Each experiment was repeated
30 times, and the mean and standard deviation of the fitness value were recorded.

We designed the relative deterioration percent (RDP) index to measure the degree of
difference between the final solution obtained by the same algorithm in NES ( f noisy) and
that in IES ( f ideal). Its calculation formula is shown in Equation (8).

RDP =
f noisy − f ideal

f ideal × 100%. (8)

4.2. Experimental Results

Detailed results are shown in Appendix A. Tables A1–A10 show the real fitness value
and the RDP value of the final solution obtained by the four test algorithms, respectively.
We utilized the Wilcoxon rank-sum test to determine whether the results obtained in NES
were significantly different from the results obtained in IES. The hypothesis was that the
overall distributions of the results obtained in IES and in NES of a certain noisy level would
be the same. If the rank-sum test result was smaller than the significant level 0.05, the
hypothesis would be rejected. Meanwhile, the RDP of results that significantly differ from
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the results obtained in IES are shown in bold in Tables A1–A10. When comparing the
optimization results of four algorithms in NES, the Friedman’s test with a significance level
of 0.05 was adopted. The Friedman’s test result p value is shown in Tables A1–A10.

4.3. Effect of Noise Levels

As shown in Figure 2, the performance of DDEAs was not very sensitive when the
environment was posed with low-level noises. This owes much to the liberal search behav-
iors of the population-based EAs, which are not as greedy/directional as the traditional
gradient-based or single solution-based optimizers. However, with the rising noise levels,
the results of the tested DDEAs showed deterioration. The deterioration is mainly reflected
in two aspects. One is the mean value of the optimization results; the other is the standard
deviation. For detail analysis, we take the experiment of DDEA-SE being tested on the
30-dimensional Ackley problem as the example (as other results in the Appendix A also
show similar conclusions). The experimental results are shown in Table 2, and the conver-
gence curve is shown in Figure 3. With the increase in the noise intensity (decreasing SNR)
and increase in the noise probability Pn, the convergence speed of DDEA-SE decreased
obviously. Meanwhile, the optimization results of DDEA-SE became worse. Owing to
the disturbance of noise, DDEA-SE could only obtain a shifted optimum for the biased
problem with noise influence, rather than the optimum of the original problem. Moreover,
it can be seen in Table 2 that the larger the noise is, the larger the standard deviation of the
optimization results will be, indicating that the convergence ability of DDEA-SE was also
significantly affected.
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Table 2. Experimental results of DDEA-SE on 30-dimensional Ackley problems.

SNR Pn Mean std RDP

NE12

10

0.3 1.69 × 101 1.77 253.5%

NE11 0.2 1.68 × 101 1.97 251.9%

NE10 0.1 1.61 × 101 2.30 237.7%

NE9

20

0.3 1.39 × 101 1.95 191.6%

NE8 0.2 1.33 × 101 1.94 178.5%

NE7 0.1 1.18 × 101 1.95 146.6%

NE6

30

0.3 8.66 1.15 81.1%

NE5 0.2 7.99 1.13 67.1%

NE4 0.1 6.82 9.83 × 10−1 42.7%
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Table 2. Cont.

SNR Pn Mean std RDP

NE3

40

0.3 5.52 5.87 × 10−1 15.4%

NE2 0.2 5.29 5.10 × 10−1 10.6%

NE1 0.1 5.06 6.01 × 10−1 5.8%

NE0 ∞ 0 4.78 3.58 × 10−1 0
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The influence of the noise began with the disturbance of the historical data. The
noisy historical data affected the mapping relationship between the variables space and the
fitness space. Based on the biased mapping relationship, the accuracy and performance of
the surrogate model were affected, with the consequence of increasing prediction deviation
and decreasing stability. Offline DDEAs optimized the problems directly based on the
biased surrogate model that had poor performance. Consequently, the obtained optimum
was much worse than the optimum obtained in IES, as the optimum obtained in NES was
the optimal solution of the biased benchmark problems instead of the original benchmark
problems. Furthermore, online DDEAs used the biased surrogate model to search the
candidate solution with the most value of being evaluated by the real fitness function.
However, the search of the candidate solution could be misled; thus, the search results
would be meaningless for the original problems. To make the matter worse, the evaluation
of the candidate solution could be disturbed by the noise, leading to more serious deviation
of the search direction.

4.4. Effect on Benchmark Problems

The landscape of the benchmark functions is shown in Figure 4 for the analysis. When
analyzing the effect of noise level on the performance of the algorithm, some special
phenomena can be found. When we tested different benchmark functions, the impact of
the NES on the algorithm was significantly different. This difference was reflected in the
RDP value of the optimization results, as well as in the number of noise levels whose
optimization results significantly differed from the results obtained in the IES. Taking
DDEA-SE as an example, the related results are shown as Table 3.
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4.4.1. Ellipsoid

As shown in Table 3, for this benchmark, the algorithms deteriorated obviously in the
NES of most noise levels. Especially in the high-dimensional case, the relative deterioration
percentage was much higher than that in low-dimensional case.

Compared with other benchmark problems, the ellipsoid problem, as a unimodal
function, is a very simple benchmark problem, characterized by no local optimal solution
and an independent relationship among multi-dimensional variables. However, in solving
the simplest benchmark problem, the interference of noise is inevitable. We can compare
the landscape changes of the benchmark problem before and after adding noise. After
adding noise, the originally very regular unimodal optimization problem turned into a
multi-modal irregular function, which challenges the searching of EAs.

Table 3. Average RDP of DDEA-SE on different benchmark problems in noisy environment and the
number of noise levels whose optimization results are better/similar/worse than the results obtained
in ideal environment.

Benchmark D
DDEA-SE

RDP (+/−/≈)

Ellipsoid
10 35.28% (0/9/3)

30 57.69% (0/7/5)

Rosenbrock
10 −9.79% (0/12/0)

30 2.10% (0/10/2)

Ackley
10 80.27% (0/4/8)

30 123.53% (0/2/10)

Griewank
10 11.29% (0/8/4)

30 49.60% (0/6/6)

Rastrigin
10 2.18% (0/9/3)

30 44.70% (0/6/6)
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4.4.2. Rosenbrock

As shown in Table 3, the algorithm was less affected by noise in the low-dimensional
case of most noise levels, which was very different from the ellipsoid problem. In the case
of high dimension, the number of cases of optimization results that were affected by noise
slightly increased.

In the Rosenbrock problem, the neighborhood of the global optimum is a very flat
region. Hence, it is difficult for the DDEAs to accurately search the location of the global
optimal solution, even though no noise is posed to the environment. However, the bright
side is that, since the fitness value of the solutions near to the global optimum is very
similar to the fitness value of the global optimum, if the final optimization result is located
within the neighborhood domain, a good optimization result can be obtained. The addition
of noise made the neighborhood domain of the global optimal solution less flat and brought
a bias to the search of the evolutionary algorithm. In some noise levels of the lower
dimensions cases, the bias made the final optimization results in the noisy environment
even better compared with those in the non-noisy environment. In the case of higher
dimensions, the phenomenon of performance enhancement decreased. This is because the
Rosenbrock problem becomes more complex in higher dimensions, and a small noise can
significantly change the search direction.

4.4.3. Ackley

As shown in Table 3, in the low-dimensional case, the algorithm performance was
degraded by the noise, and the results of many noise levels were significantly different
from those in IES. While in the high-dimensional case, the results of almost all the noise
levels were significantly different from those in IES.

In contrast to the Rosenbrock problem, the Ackley problem is a function that a global
optimal solution located in a steep valley. There were multiple local optimal solutions in
the neighborhood field of the global optimal solution. There was a large gap between the
fitness value of these local optimal solutions and the fitness of the global optimal solution.
The interference of noise made the position of the searching results far away from the
global optimal solution, which led to the instability and deterioration of the optimization
algorithms. Even in the noisy environment with a very low noise level, the global optimal
position only had a small deviation, but the response of the fitness value changed greatly.

4.4.4. Griewank

As shown in Table 3, the experimental results for the Griewank problem were very
similar to the results of the ellipsoid problem. We found that the Griewank problem was
a multi-peak optimization problem, but the heights of the peaks were relatively small, so
the Griewank function and the Ellipsoid function were very similar roughly. Adding noise
would lead to the elimination of the particularity of the benchmark problem; hence, it
reduced the performance of DDEAs to a certain extent.

4.4.5. Rastrigin

As shown in Table 3, in the case of low dimension, there was no significant differ-
ence between the results of the Rastrigin problem in NES and the results in IES. At high
dimension, the number of cases significantly affected by the noise increased.

The Rastrigin problem is a relatively complex problem. We know from the landscape
of the problem that this problem has multiple peaks, and the height of the peaks is large.
Because of the complexity of Rastrigin, the results in IES were not ideal, and the effect of
noise in NES was slight.

4.4.6. Discussion

Generally, the addition of the noise changed the landscape of the optimization prob-
lems. Using the noisy data, DDEAs could only build biased surrogate models to replace the
real fitness function. Guided by biased surrogate models, the searching results obtained by
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the DDEAs were the optimization results of the biased optimization problems. However,
the quality of the optimization solution should be evaluated by the unbiased real fitness
function. From the above analysis of each benchmark problem, we can generalize the
relationship between the degree of noise influence and the characteristics of the benchmark
problem as follows.

(1) If the landscape of the benchmark problems shows that the neighborhood of the
global optimum is rugged, such as in the ellipsoid problem, the Griewank problem and
the Ackley problem, the noise will have serious influences on the performance of the
algorithms. This is because the original non-noisy environments of these benchmarks
show strong orientation information for the EA population to search. The addition of
noise blurs the orientation information and hence reduces the search efficiency of the EA
population significantly.

(2) If the original landscape is very complex, containing various types of peaks, such as
the Rastrigin problem, the performance degeneration by posing noise is not very prominent.
The reason is twofold. On the one hand, this type of problem itself is so challenging to
optimize that, even for the clean environment, the accuracy of EAs may not be very high.
On the other hand, for the multimodal landscapes, there is a chance that the existence
of noise diversifies the search of population and hence benefits the exploration ability
of algorithms.

(3) If the problem contains a relatively flat landscape, such as the Rosenbrock problem,
the noise will have the smallest influence on the performance of the DDEAs. Different
from the other cases, the noise may pose additional orientation information to the flat
landscape, which provides extra guidance to the EA population and hence improves the
search efficiency sometimes.

4.5. Effect on Algorithms

In this section, we analyze the effect of the noise on the four DDEAs. Through
the characteristics and the optimization results of the four DDEAs in IES and NES, we
analyze the degree to which and the reasons that the performances of the algorithms were
affected. The fitness of results in non-noisy environments and the rank of DDEAs in noisy
environments are shown in Table 4.

Table 4. Average fitness of DDEAs on different benchmark problems in non-noisy environments and
the rank of experimental results in noisy environments. The best results are in bold.

Benchmark D
DDEA-SE MGP-SLPSO CAL-SAPSO GPEME

Non-Noisy Rank Non-Noisy Rank Non-Noisy Rank Non-Noisy Rank

Ellipsoid
10 9.24 × 10−1 ± 5.63 × 10−1 1.00 1.45 × 101 ± 4.57 3.17 8.03 × 10−2 ± 1.40 × 10−1 3.67 3.48 × 101 ± 1.87 × 101 2.17

30 4.03 ± 1.35 1.25 2.38 × 10−3 ± 1.74 × 10−3 2.25 2.76 ± 2.20 2.50 1.05 × 103 ± 3.12 × 102 4.00

Rosenbrock
10 2.85 × 101 ± 7.74 1.00 2.12 × 102 ± 9.47 × 101 3.42 1.85 × 101 ± 7.25 2.00 1.56 × 102 ± 8.00 × 101 3.58

30 5.70 × 101 ± 4.64 1.00 1.21 × 102 ± 2.21 × 101 2.92 5.29 × 101 ± 8.96 2.08 1.57 × 103 ± 4.29 × 102 4.00

Ackley
10 5.62 ± 8.75 × 10−1 1.00 1.59 × 101 ± 1.39 2.42 1.88 × 101 ± 1.26 4.00 1.56 × 101 ± 3.09 2.58

30 4.78 ± 3.58 × 10−1 1.00 9.93 ± 2.51 2.00 1.46 × 101 ± 2.38 3.75 1.85 × 101 ± 1.07 3.25

Griewank
10 1.26 ± 1.39 × 10−1 1.00 1.22 × 101 ± 4.28 3.08 1.29 ± 3.04 × 10−1 2.00 2.60 × 101 ± 1.57 × 101 3.92

30 1.23 ± 9.43 × 10−2 1.00 1.23 × 10−1 ± 4.84 × 10−2 2.50 1.43 ± 1.21 × 10−1 2.50 2.41 × 102 ± 6.24 × 101 4.00

Rastrigin
10 5.71 × 101 ± 1.96 × 101 1.00 9.01 × 101 ± 1.15 × 101 3.17 7.24 × 101 ± 3.15 × 101 3.67 6.20 × 101 ± 1.41 × 101 2.17

30 1.10 × 102 ± 2.90 × 101 1.33 2.19 × 102 ± 3.00 × 101 2.75 3.72 × 101 ± 1.85 × 101 2.00 2.64 × 102 ± 3.82 × 101 3.92

4.5.1. DDEA-SE

According to Table 4, DDEA-SE, as an offline data-driven evolutionary algorithm,
achieved good results in both IES and NES. Especially in NES, compared with other DDEAs,
DDEA-SE showed better resistance to the noise. On the one hand, DDEA-SE used all the
computational cost for the initialization of the data, and the data points affected by noise
were distributed uniformly. Therefore, from the aspect of the landscape of the surrogate
model, the constructed surrogate model based on these data was slightly affected. On the
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other hand, the idea of DDEA-SE is to approximate the benchmark problem at one time and
then find the global optimum of the approximation or the surrogate model. Therefore, the
part affected by the noise is only the building part of the surrogate model. Moreover, the
surrogate model does not need to be completely correct. The most important key involves
whether the position of the global optimal solution is shifted too much compared to the
original benchmark problem. Note that DDEA-SE uses the model management strategy
of selective ensemble to increase the utilization rate of data and improve the accuracy of
the model.

4.5.2. MGP-SLPSO

As an online DDEA, MGP-SLPSO is designed for higher dimensional optimization
problems. In the optimization of the 30-dimensional benchmark problem in IES, MGP-
SLPSO was better at dealing with relatively simple benchmark problems such as the
ellipsoid and Griewank problems, while its performance of other benchmark problems
was not so good in terms of results. It can be seen in Figure 5, the convergence curve of
MGP-SLPSO on the 30-dimensional Ackley problems, that the poor performance of the
relatively complex benchmark problems was caused by the insufficient computational
cost. Although MGP-SLPSO generally had a strong ability to deal with the optimization
problem in IES, it was difficult to maintain that performance in NES. On the one hand,
MGP-SLSPO only uses part of the computational cost for the initialization, which leads to
low approximation accuracy for the benchmark problem and affects the convergence speed.
On the other hand, the noise might be introduced when using the real fitness function to
evaluate the candidate solutions. The distribution of these candidate solutions affected by
the noise was relatively concentrated near the optimum. Therefore, the performance of the
MGP-SLPSO was heavily affected by the noise because of the wrong guidance.
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4.5.3. CAL-SAPSO

CAL-SAPSO is similar to MGP-SLPSO. The difference is that CAL-SAPSO uses three
different kinds of surrogate models as a mixed surrogate model, which is suitable for
optimization problems of medium and low dimensions. The results of CAL-SAPSO were
also similar to the results of MGP-SLPSO. In IES, CAL-SAPSO also suffered from the lack
of the computational cost and thus had relatively poor performance. In NES, the degree
that CAL-SAPSO was affected was similar to MGP-SLPSO.
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4.5.4. GPEME

GPEME is a relatively simple online DDEA compared to the other three algorithms.
Correspondingly, the optimization results obtained by GPEME in IES were not good, espe-
cially in the case of high dimensions. In NES, the performance of GPEME was also relatively
poor. However, the results of GPEME on the 10-dimensional ellipsoid and Rastrigin prob-
lems are better than other two online DDEAs, indicating that simple algorithms could have
good performance when dealing with low-dimensional simple optimization problems.

4.5.5. Discussion

The effect of the noise on DDEAs mainly appeared in three ways. The first way was
that the poor quality of the historical data led to the poor quality of the surrogate model.
The noisy data interfered with the construction of the surrogate model and led to the
decrease in the quality of the surrogate model. The second way was that the poor quality
of the surrogate model led to the deviation of the selected global optimum or the candidate
solution. Under the guidance of the surrogate model with bias, the real fitness of final
or temporary results obtained could be not as good as the predicted fitness showed. The
wrong selection of the candidate solution caused the waste of the computational budget
or even caused the wrong searching direction. The last way was that, when evaluating
the solution selected by the algorithm with predicted fitness, the interference of the noise
caused the deviation of the real fitness of the solution, misleading the searching direction
of the algorithm. According to the above experimental results and analysis, we can obtain
some inferences as follows.

(1) The effect of the noise on online DDEAs is greater than the effect on offline DDEAs
because offline DDEAs are only affected in the first way and the second way regarding the
deviation of the global optimum, while online DDEAs are affected in all aspects.

(2) Building the surrogates ensemble and the selective strategy of surrogates are useful
for reducing the influence of the noise.

5. Conclusions

This paper presents a comprehensive investigation of DDEAs in noisy environments
which shows the impact of four representative DDEAs in NES. The main motivations
of the experimental investigation were as follows: (1) The quality of data obtained in
the real optimization problems is difficult to guarantee; (2) although it is known that the
optimization performance of DDEAs will be affected in noisy environments, the degree of
and reason for this influence have not been systematically analyzed yet.

Some significant findings to emerge from this investigation can be stated as follows:

1. In this investigation, a simulation scheme for noisy data-driven optimization problems
was proposed. The NES with various noise levels was constructed by controlling the
noise intensity SNR and the noise probability Pn.

2. Through comparing results of DDEAs in NES and in IES, we found that, because of
noise, the results of different DDEAs in NES were worse than the results in IES in
most cases. Generally, the higher the noise levels in NES, the worse the performances
were that the algorithms exhibited. However, there were also several special cases in
which, by posing low levels of noises, the results of algorithms in NES were better
than those in IES. For these cases, the existence of noise did not shift the position
of optimum, meanwhile it diversified the search of the DDEA population to avoid
premature convergence.

3. By comparing the influence degree of noise on different benchmark problems, the
relationships between the degree of noise influence and the characteristics of the
benchmark problems were found. (1) During the optimization of the benchmark
problem in which the neighborhood of the global optimum was rugged, the noise had
serious influence on the performance of the DDEAs. (2) When the original landscape
of the problem was very complex with various types of peaks, the performance
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degeneration by posing noise was not as prominent. (3) If the problem contained a
relatively flat landscape, the noise had the smallest influence on the DDEAs.

4. According to the optimization results of different DDEAs, it was found that the offline
DDEAs had stronger resistance to noise than online DDEAs. Meanwhile, the ensemble
and the selection strategies of surrogates were helpful in NES.

5. The effects of the noise on DDEAs occurred as follows: (1) For the online DDEAs, noise
affected the surrogates and then affected the selection of candidate solutions which
would then be evaluated by the real fitness function. Meanwhile, the noise could
be introduced during the evaluation of promising solutions, which would further
affect the search of the algorithms. (2) For the offline DDEA, the noise appeared in the
historical data and then affected the performance of the surrogate model, resulting in
the shift of the global optimum.

This study shows the influences on DDEAs in noisy environments and the reasons for
these influences. Based on the above observation, we found that when solving real-world
optimization problems in the noisy environment, if data-driven evolutionary algorithms
are used, offline DDEAs are more preferred than online DDEAs, and for online DDEAs, it is
recommendable to assign as large a computational budget as possible to acquire historical
data and train the surrogate.

This study indicates that there are several promising directions for future research:

1. So far, the existing DDEAs are all developed and tested for the ideal environment. In
the future, it is appealing to study the data-driven optimization in noisy environments,
as well as to explore the DDEAs with stronger noise resistance.

2. The current studies of DDEAs have not yet paid attention to carrying out preprocess-
ing on the data. In the data-mining area, preprocessing has always been a simple
but effective scheme to reduce the impact of noise. Therefore, based on this research
work, the performance of DDEAs in noisy environments after preprocessing the data
can be further investigated, and the influence of preprocessing on DDEAs in noisy
environments can be studied.
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Table A1. Experimental results (with standard deviation) and relative deterioration percent (RDP) of DDEAs on 10-dimensional ellipsoid problems. The RDP of
results that significantly differ from the results obtained in non-noisy environment are shown in bold. The average rank and p value are the results of the Friedman’s
test with a significance level of 0.05.

Ellipsoid D = 10

SNR Pn DDEA-SE RDP MGP-SLPSO RDP CAL-SAPSO RDP GPEME RDP

10

0.3 2.22 ± 1.23 140.1% 1.13 × 102 ± 1.05 × 102 679.7% 7.43 × 101 ± 1.10 × 102 92,496.7% 1.49 × 102 ± 8.53 × 101 328.3%

0.2 1.78 ± 9.97 × 10−1 92.5% 1.15 × 102 ± 9.93 × 101 691.7% 4.41 × 101 ± 8.18 × 101 54,816.7% 1.43 × 102 ± 8.36 × 101 310.8%

0.1 1.43 ± 7.93 × 10−1 54.4% 1.03 × 102 ± 1.13 × 102 611.0% 6.40 × 101 ± 1.14 × 102 79,658.7% 1.16 × 102 ± 6.53 × 101 233.1%

20

0.3 1.15 ± 5.10 × 10−1 24.0% 4.21 × 101 ± 1.78 × 101 189.7% 6.26 ± 4.10 7696.1% 8.13 × 101 ± 3.25 × 101 133.5%

0.2 1.14 ± 5.53 × 10−1 23.2% 3.73 × 101 ± 3.12 × 101 157.0% 6.63 ± 5.98 8153.6% 7.13 × 101 ± 3.49 × 101 104.8%

0.1 1.09 ± 4.18 × 10−1 17.8% 4.09 × 101 ± 1.62 × 101 181.3% 7.40 ± 1.32 × 101 9122.1% 7.63 × 101 ± 3.26 × 101 119.1%

30

0.3 1.03 ± 4.13 × 10−1 11.2% 4.00 × 101 ± 1.99 × 101 175.1% 4.12 ± 3.03 5027.1% 5.21 × 101 ± 2.60 × 101 49.6%

0.2 1.03 ± 4.28 × 10−1 11.2% 3.19 × 101 ± 1.26 × 101 119.3% 3.88 ± 2.96 4733.7% 5.42 × 101 ± 2.92 × 101 55.6%

0.1 1.03 ± 4.03 × 10−1 11.4% 3.23 × 101 ± 1.71 × 101 122.1% 2.69 ± 2.56 3252.7% 6.20 × 101 ± 3.16 × 101 78.2%

40

0.3 1.04 ± 3.92 × 10−1 12.8% 3.87 × 101 ± 1.74 × 101 166.5% 3.43 ± 2.08 4177.6% 3.56 × 101 ± 2.15 × 101 2.1%

0.2 1.03 ± 3.94 × 10−1 11.7% 3.06 × 101 ± 1.48 × 101 110.6% 2.84 ± 2.04 3435.2% 4.00 × 101 ± 2.34 × 101 14.9%

0.1 1.04 ± 4.20 × 10−1 13.0% 2.30 × 101 ± 1.36 × 101 58.6% 1.24 ± 1.46 1442.6% 4.69 × 101 ± 3.24 × 101 34.6%

∞ 0 9.24 × 10−1 ± 5.63 × 10−1 1.45 × 101 ± 4.57 8.03 × 10−2 ± 1.40 × 10−1 3.48 × 101 ± 1.87 × 101

Average rank 1.00 3.17 3.67 2.17

p value NA 0.0001 0.0000 0.0269

Table A2. Experimental results (with standard deviation) and RDP of DDEAs on 30-dimensional ellipsoid problems.

Ellipsoid D = 30

SNR Pn DDEA-SE RDP MGP-SLPSO RDP CAL-SAPSO RDP GPEME RDP

10

0.3 1.47 × 101 ± 5.22 264.2% 6.88 × 102 ± 2.78 × 102 28,911,903.6% 3.36 × 102 ± 4.89 × 102 12,051.6% 1.69 × 103 ± 4.82 × 102 62.0%

0.2 1.24 × 101 ± 4.88 207.8% 5.55 × 102 ± 2.69 × 102 23,330,788.4% 1.90 × 102 ± 1.06 × 102 6790.1% 1.75 × 103 ± 6.76 × 102 67.5%

0.1 8.75 ± 3.26 117.3% 3.73 × 102 ± 4.01 × 102 15,683,471.1% 3.10 × 102 ± 8.08 × 102 11,122.9% 1.71 × 103 ± 5.74 × 102 63.3%



Mathematics 2022, 10, 943 17 of 26

Table A2. Cont.

Ellipsoid D = 30

SNR Pn DDEA-SE RDP MGP-SLPSO RDP CAL-SAPSO RDP GPEME RDP

20

0.3 5.33 ± 2.12 32.4% 1.60 × 102 ± 1.19 × 102 6,717,975.8% 7.04 × 101 ± 4.03 × 101 2448.9% 1.46 × 103 ± 3.12 × 102 39.3%

0.2 5.16 ± 2.05 28.0% 9.95 × 101 ± 5.04 × 101 4,182,792.1% 6.84 × 101 ± 3.33 × 101 2376.6% 1.39 × 103 ± 3.28 × 102 33.3%

0.1 4.58 ± 1.58 13.8% 6.59 × 101 ± 5.76 × 101 2,768,904.2% 5.64 × 101 ± 3.28 × 101 1941.8% 1.38 × 103 ± 3.85 × 102 31.5%

30

0.3 4.21 ± 1.53 4.7% 2.73 × 101 ± 2.08 × 101 1,146,046.8% 4.88 × 101 ± 1.81 × 101 1668.3% 1.32 × 103 ± 3.47 × 102 26.0%

0.2 4.33 ± 1.56 7.6% 1.84 × 101 ± 1.79 × 101 775,467.2% 5.01 × 101 ± 2.59 × 101 1713.7% 1.21 × 103 ± 2.75 × 102 16.1%

0.1 4.28 ± 1.55 6.3% 1.55 × 101 ± 1.58 × 101 651,070.7% 4.71 × 101 ± 2.32 × 101 1604.5% 1.17 × 103 ± 2.81 × 102 11.5%

40

0.3 4.10 ± 1.41 1.7% 3.95 ± 4.89 165,770.3% 3.85 × 101 ± 9.94 1292.3% 1.13 × 103 ± 2.98 × 102 7.7%

0.2 4.23 ± 1.56 5.0% 3.02 ± 3.86 126,767.9% 3.67 × 101 ± 1.26 × 101 1227.0% 9.98 × 102 ± 2.79 × 102 −4.6%

0.1 4.17 ± 1.47 3.5% 1.39 ± 2.15 58,372.0% 3.38 × 101 ± 1.50 × 101 1122.3% 9.73 × 102 ± 2.69 × 102 −7.0%

∞ 0 4.03 ± 1.35 2.38 × 10−3 ± 1.74 × 10−3 2.76 ± 2.20 1.05 × 103 ± 3.12 × 102

Average rank 1.25 2.25 2.50 4.00

p value NA 0.0578 0.0354 0.0000

Table A3. Experimental results (with standard deviation) and RDP of DDEAs on 10-dimensional Rosenbrock problems.

Rosenbrock D = 10

SNR Pn DDEA-SE RDP MGP-SLPSO RDP CAL-SAPSO RDP GPEME RDP

10

0.3 2.71 × 101 ± 6.90 −4.9% 9.56 × 102 ± 8.82 × 102 350.4% 1.50 × 102 ± 1.31 × 102 711.5% 8.53 × 102 ± 4.06 × 102 445.7%

0.2 2.67 × 101 ± 6.80 −6.6% 9.22 × 102 ± 9.02 × 102 334.4% 2.71 × 102 ± 5.98 × 102 1364.4% 9.23 × 102 ± 7.04 × 102 490.8%

0.1 2.60 × 101 ± 5.95 −8.9% 1.01 × 103 ± 1.19 × 103 375.8% 3.67 × 102 ± 8.32 × 102 1886.6% 6.04 × 102 ± 4.91 × 102 286.8%

20

0.3 2.57 × 101 ± 6.21 −9.9% 3.34 × 102 ± 1.98 × 102 57.2% 8.44 × 101 ± 4.14 × 101 356.8% 3.94 × 102 ± 2.13 × 102 152.4%

0.2 2.55 × 101 ± 5.88 −10.6% 2.50 × 102 ± 1.53 × 102 17.8% 8.92 × 101 ± 6.19 × 101 382.8% 3.31 × 102 ± 1.91 × 102 111.6%

0.1 2.55 × 101 ± 5.81 −10.7% 2.05 × 102 ± 9.74 × 101 −3.3% 6.48 × 101 ± 4.08 × 101 250.7% 3.91 × 102 ± 2.57 × 102 150.4%
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Table A3. Cont.

Rosenbrock D = 10

SNR Pn DDEA-SE RDP MGP-SLPSO RDP CAL-SAPSO RDP GPEME RDP

30

0.3 2.55 × 101 ± 5.78 −10.8% 2.12 × 102 ± 8.96 × 101 −0.3% 7.48 × 101 ± 2.66 × 101 305.0% 2.62 × 102 ± 1.21 × 102 67.8%

0.2 2.55 × 101 ± 5.87 −10.7% 2.26 × 102 ± 9.99 × 101 6.4% 8.02 × 101 ± 5.09 × 101 334.1% 2.67 × 102 ± 1.59 × 102 71.1%

0.1 2.53 × 101 ± 5.71 −11.2% 1.86 × 102 ± 7.64 × 101 −12.4% 6.49 × 101 ± 3.72 × 101 251.4% 2.70 × 102 ± 1.50 × 102 72.5%

40

0.3 2.54 × 101 ± 5.67 −11.0% 1.96 × 102 ± 8.00 × 101 −7.5% 5.96 × 101 ± 2.44 × 101 222.8% 1.84 × 102 ± 9.23 × 101 18.0%

0.2 2.54 × 101 ± 5.84 −11.0% 2.23 × 102 ± 1.25 × 102 5.2% 5.85 × 101 ± 1.97 × 101 216.5% 1.38 × 102 ± 7.10 × 101 −11.5%

0.1 2.53 × 101 ± 5.69 −11.2% 1.74 × 102 ± 6.19 × 101 −18.3% 4.11 × 101 ± 2.30 × 101 122.5% 1.69 × 102 ± 9.44 × 101 8.4%

∞ 0 2.85 × 101 ± 7.74 2.12 × 102 ± 9.47 × 101 1.85 × 101 ± 7.25 1.56 × 102 ± 8.00 × 101

Average rank 1.00 3.42 2.00 3.58

p value NA 0.0000 0.0578 0.0000

Table A4. Experimental results (with standard deviation) and RDP of DDEAs on 30-dimensional Rosenbrock problems.

Rosenbrock D = 30

SNR Pn DDEA-SE RDP MGP-SLPSO RDP CAL-SAPSO RDP GPEME RDP

10

0.3 6.36 × 101 ± 6.86 11.5% 1.74 × 103 ± 1.17 × 103 1341.8% 3.13 × 102 ± 1.76 × 102 491.3% 4.43 × 103 ± 1.79 × 103 181.8%

0.2 6.16 × 101 ± 7.35 8.1% 1.48 × 103 ± 8.96 × 102 1128.2% 2.60 × 102 ± 1.19 × 102 390.9% 3.74 × 103 ± 1.59 × 103 137.8%

0.1 5.85 × 101 ± 6.35 2.8% 1.18 × 103 ± 1.02 × 103 876.1% 3.83 × 102 ± 3.07 × 102 623.2% 3.73 × 103 ± 1.81 × 103 137.3%

20

0.3 5.79 × 101 ± 5.23 1.7% 6.35 × 102 ± 3.87 × 102 425.7% 3.09 × 102 ± 1.65 × 102 483.5% 3.10 × 103 ± 8.82 × 102 97.1%

0.2 5.75 × 101 ± 5.24 1.0% 5.42 × 102 ± 2.72 × 102 348.7% 2.95 × 102 ± 1.30 × 102 456.9% 3.21 × 103 ± 7.97 × 102 104.3%

0.1 5.71 × 101 ± 5.19 0.2% 5.92 × 102 ± 2.77 × 102 390.2% 3.17 × 102 ± 2.01 × 102 499.3% 3.02 × 103 ± 1.06 × 103 92.0%

30

0.3 5.72 × 101 ± 4.75 0.4% 3.77 × 102 ± 1.53 × 102 211.7% 3.04 × 102 ± 1.38 × 102 474.3% 2.47 × 103 ± 5.97 × 102 56.6%

0.2 5.69 × 101 ± 4.74 −0.1% 3.04 × 102 ± 8.69 × 101 151.7% 3.26 × 102 ± 1.56 × 102 516.2% 2.61 × 103 ± 7.16 × 102 66.1%

0.1 5.68 × 101 ± 5.09 −0.4% 2.72 × 102 ± 1.01 × 102 124.8% 2.60 × 102 ± 1.55 × 102 391.0% 2.48 × 103 ± 8.11 × 102 57.3%
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Table A4. Cont.

Rosenbrock D = 30

SNR Pn DDEA-SE RDP MGP-SLPSO RDP CAL-SAPSO RDP GPEME RDP

40

0.3 5.69 × 101 ± 4.63 −0.2% 1.98 × 102 ± 4.33 × 101 64.0% 1.84 × 102 ± 6.16 × 101 246.9% 2.16 × 103 ± 5.75 × 102 37.3%

0.2 5.71 × 101 ± 5.17 0.2% 2.29 × 102 ± 6.38 × 101 89.6% 1.74 × 102 ± 5.38 × 101 228.9% 1.93 × 103 ± 8.06 × 102 22.5%

0.1 5.70 × 101 ± 4.82 0.0% 1.99 × 102 ± 7.25 × 101 64.4% 1.44 × 102 ± 5.97 × 101 172.5% 1.92 × 103 ± 6.25 × 102 21.7%

∞ 0 5.70 × 101 ± 4.64 1.21 × 102 ± 2.21 × 101 5.29 × 101 ± 8.96 1.57 × 103 ± 4.29 × 102

Average rank 1.00 2.92 2.08 4.00

p value NA 0.0006 0.0398 0.0000

Table A5. Experimental results (with standard deviation) and RDP of DDEAs on 10-dimensional Ackley problems.

Ackley D = 10

SNR Pn DDEA-SE RDP MGP-SLPSO RDP CAL-SAPSO RDP GPEME RDP

10

0.3 1.70 × 101 ± 2.52 202.6% 2.10 × 101 ± 5.49 × 10−1 32.1% 2.14 × 101 ± 3.98 × 10−1 13.7% 2.12 × 101 ± 3.85 × 10−1 36.2%

0.2 1.68 × 101 ± 2.40 199.8% 2.10 × 101 ± 8.76 × 10−1 31.8% 2.12 × 101 ± 5.87 × 10−1 12.7% 2.07 × 101 ± 9.79 × 10−1 32.9%

0.1 1.60 × 101 ± 3.11 184.3% 2.12 × 101 ± 4.60 × 10−1 33.0% 2.13 × 101 ± 4.79 × 10−1 13.2% 2.03 × 101 ± 1.83 30.6%

20

0.3 1.23 × 101 ± 2.62 119.5% 2.09 × 101 ± 7.55 × 10−1 31.1% 2.12 × 101 ± 5.83 × 10−1 12.6% 1.90 × 101 ± 3.35 21.9%

0.2 1.15 × 101 ± 2.09 105.4% 1.94 × 101 ± 1.99 22.0% 2.09 × 101 ± 9.29 × 10−1 11.1% 1.86 × 101 ± 3.10 19.0%

0.1 1.01 × 101 ± 2.12 79.4% 1.84 × 101 ± 2.17 15.8% 2.09 × 101 ± 9.29 × 10−1 10.9% 1.87 × 101 ± 2.54 19.8%

30

0.3 7.32 ± 1.53 30.1% 1.63 × 101 ± 2.10 2.8% 1.99 × 101 ± 7.58 × 10−1 5.4% 1.68 × 101 ± 2.70 7.6%

0.2 6.89 ± 1.07 22.6% 1.65 × 101 ± 1.56 3.4% 1.98 × 101 ± 9.18 × 10−1 5.0% 1.65 × 101 ± 3.14 6.2%

0.1 6.35 ± 1.09 12.9% 1.63 × 101 ± 1.73 2.8% 1.97 × 101 ± 8.77 × 10−1 4.6% 1.60 × 101 ± 3.09 2.4%

40

0.3 5.80 ± 1.10 3.2% 1.57 × 101 ± 1.65 −1.4% 1.94 × 101 ± 9.02 × 10−1 2.7% 1.69 × 101 ± 2.76 8.3%

0.2 5.77 ± 9.51 × 10−1 2.6% 1.54 × 101 ± 1.76 −3.1% 1.91 × 101 ± 8.77 × 10−1 1.6% 1.62 × 101 ± 3.13 3.7%

0.1 5.67 ± 9.77 × 10−1 0.9% 1.56 × 101 ± 1.76 −2.2% 1.93 × 101 ± 6.55 × 10−1 2.3% 1.61 × 101 ± 3.23 3.2%

∞ 0 5.62 ± 8.75 × 10−1 1.59 × 101 ± 1.39 1.88 × 101 ± 1.26 1.56 × 101 ± 3.09
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Table A5. Cont.

Ackley D = 10

SNR Pn DDEA-SE RDP MGP-SLPSO RDP CAL-SAPSO RDP GPEME RDP

Average rank 1.00 2.42 4.00 2.58

p value NA 0.0072 0.0000 0.0053

Table A6. Experimental results (with standard deviation) and RDP of DDEAs on 30-dimensional Ackley problems.

Ackley D = 30

SNR Pn DDEA-SE RDP MGP-SLPSO RDP CAL-SAPSO RDP GPEME RDP

10

0.3 1.69 × 101 ± 1.77 253.5% 2.08 × 101 ± 4.22 × 10−1 110.0% 2.15 × 101 ± 2.98 × 10−1 47.2% 2.11 × 101 ± 3.21 × 10−1 13.7%

0.2 1.68 × 101 ± 1.97 251.9% 2.09 × 101 ± 3.93 × 10−1 110.6% 2.13 × 101 ± 3.67 × 10−1 46.2% 2.10 × 101 ± 4.46 × 10−1 13.5%

0.1 1.61 × 101 ± 2.30 237.7% 2.08 × 101 ± 4.67 × 10−1 109.6% 2.14 × 101 ± 4.52 × 10−1 46.6% 2.09 × 101 ± 7.85 × 10−1 12.9%

20

0.3 1.39 × 101 ± 1.95 191.6% 2.03 × 101 ± 7.13 × 10−1 104.3% 2.14 × 101 ± 3.13 × 10−1 46.5% 2.09 × 101 ± 5.47 × 10−1 12.5%

0.2 1.33 × 101 ± 1.94 178.5% 1.97 × 101 ± 1.52 98.5% 2.13 × 101 ± 3.39 × 10−1 45.8% 2.05 × 101 ± 9.79 × 10−1 10.8%

0.1 1.18 × 101 ± 1.95 146.6% 1.78 × 101 ± 2.55 79.0% 2.12 × 101 ± 8.36 × 10−1 45.5% 2.06 × 101 ± 7.70 × 10−1 11.2%

30

0.3 8.66 ± 1.15 81.1% 1.40 × 101 ± 2.28 40.6% 2.06 × 101 ± 9.25 × 10−1 41.3% 1.95 × 101 ± 1.10 5.4%

0.2 7.99 ± 1.13 67.1% 1.42 × 101 ± 2.44 43.1% 2.00 × 101 ± 1.66 37.1% 1.95 × 101 ± 7.37 × 10−1 5.2%

0.1 6.82 ± 9.83 × 10−1 42.7% 1.27 × 101 ± 1.96 28.0% 1.94 × 101 ± 1.64 33.3% 1.94 × 101 ± 1.04 4.7%

40

0.3 5.52 ± 5.87 × 10−1 15.4% 1.17 × 101 ± 2.52 17.7% 1.75 × 101 ± 1.86 20.1% 1.92 × 101 ± 9.18 × 10−1 3.7%

0.2 5.29 ± 5.10 × 10−1 10.6% 1.04 × 101 ± 2.04 5.0% 1.63 × 101 ± 2.64 12.0% 1.88 × 101 ± 1.05 1.6%

0.1 5.06 ± 6.01 × 10−1 5.8% 1.01 × 101 ± 2.44 1.3% 1.65 × 101 ± 2.12 12.9% 1.93 × 101 ± 6.99 × 10−1 4.1%

∞ 0 4.78 ± 3.58 × 10−1 9.93 ± 2.51 1.46 × 101 ± 2.38 1.85 × 101 ± 1.07

Average rank 1.00 2.00 3.75 3.25

p value NA 0.0578 0.0000 0.0000
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Table A7. Experimental results (with standard deviation) and RDP of DDEAs on 10-dimensional Griewank problems.

Griewank D = 10

SNR Pn DDEA-SE RDP MGP-SLPSO RDP CAL-SAPSO RDP GPEME RDP

10

0.3 2.00 ± 6.72 × 10−1 59.3% 9.71 × 101 ± 8.69 × 101 695.1% 2.96 × 101 ± 3.28 × 101 2184.0% 1.17 × 102 ± 6.82 × 101 350.8%

0.2 1.65 ± 4.40 × 10−1 31.5% 1.04 × 102 ± 7.78 × 101 752.3% 3.36 × 101 ± 6.44 × 101 2493.1% 9.40 × 101 ± 5.78 × 101 262.2%

0.1 1.44 ± 2.32 × 10−1 14.8% 3.93 × 101 ± 4.54 × 101 221.8% 1.23 × 101 ± 4.10 × 101 846.5% 8.21 × 101 ± 7.50 × 101 216.3%

20

0.3 1.35 ± 1.65 × 10−1 7.2% 2.90 × 101 ± 1.13 × 101 137.8% 4.89 ± 2.84 277.5% 5.17 × 101 ± 2.80 × 101 99.2%

0.2 1.33 ± 1.48 × 10−1 5.6% 2.90 × 101 ± 1.23 × 101 137.6% 5.38 ± 8.85 316.0% 5.86 × 101 ± 2.91 × 101 125.7%

0.1 1.30 ± 1.50 × 10−1 3.1% 2.86 × 101 ± 1.63 × 101 134.4% 2.93 ± 2.10 126.0% 4.82 × 101 ± 2.55 × 101 85.6%

30

0.3 1.29 ± 1.30 × 10−1 2.4% 2.74 × 101 ± 1.14 × 101 124.2% 3.01 ± 1.61 132.6% 4.12 × 101 ± 1.91 × 101 58.8%

0.2 1.28 ± 1.23 × 10−1 2.0% 2.59 × 101 ± 1.23 × 101 112.1% 2.23 ± 9.37 × 10−1 71.9% 3.84 × 101 ± 2.24 × 101 48.1%

0.1 1.28 ± 1.44 × 10−1 1.9% 2.78 × 101 ± 1.39 × 101 127.4% 2.85 ± 2.52 120.0% 4.05 × 101 ± 2.54 × 101 55.9%

40

0.3 1.30 ± 1.62 × 10−1 3.5% 2.45 × 101 ± 1.26 × 101 100.7% 2.22 ± 7.46 × 10−1 71.2% 3.30 × 101 ± 1.89 × 101 27.3%

0.2 1.29 ± 1.47 × 10−1 2.4% 2.54 × 101 ± 1.18 × 101 108.4% 1.85 ± 5.12 × 10−1 43.0% 2.55 × 101 ± 1.52 × 101 −1.9%

0.1 1.28 ± 1.47 × 10−1 1.7% 2.03 × 101 ± 1.40 × 101 66.6% 2.08 ± 6.98 × 10−1 60.6% 3.13 × 101 ± 2.13 × 101 20.6%

∞ 0 1.26 ± 1.39 × 10−1 1.22 × 101 ± 4.28 1.29 ± 3.04 × 10−1 2.60 × 101 ± 1.57 × 101

Average rank 1.00 3.08 2.00 3.92

p value NA 0.0002 0.0578 0.0000

Table A8. Experimental results (with standard deviation) and RDP of DDEAs on 30-dimensional Griewank problems.

Griewank D = 30

SNR Pn DDEA-SE RDP MGP-SLPSO RDP CAL-SAPSO RDP GPEME RDP

10

0.3 4.49 ± 1.18 263.5% 1.70 × 102 ± 8.61 × 101 137,681.1% 7.42 × 101 ± 1.38 × 102 5103.3% 4.37 × 102 ± 1.42 × 102 80.9%

0.2 3.37 ± 5.68 × 10−1 172.9% 1.04 × 102 ± 6.41 × 101 84,725.9% 8.23 × 101 ± 1.82 × 102 5665.5% 3.94 × 102 ± 1.31 × 102 63.3%

0.1 2.33 ± 4.33 × 10−1 88.6% 6.10 × 101 ± 3.98 × 101 49,390.6% 4.07 × 101 ± 1.18 × 102 2751.2% 4.14 × 102 ± 1.82 × 102 71.5%
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Table A8. Cont.

Griewank D = 30

SNR Pn DDEA-SE RDP MGP-SLPSO RDP CAL-SAPSO RDP GPEME RDP

20

0.3 1.59 ± 1.77 × 10−1 29.2% 2.37 × 101 ± 1.89 × 101 19,106.1% 1.09 × 101 ± 6.29 660.7% 3.55 × 102 ± 7.64 × 101 47.1%

0.2 1.47 ± 1.10 × 10−1 19.5% 2.61 × 101 ± 3.62 × 101 21,089.5% 6.21 ± 2.36 335.4% 3.46 × 102 ± 7.45 × 101 43.4%

0.1 1.37 ± 1.08 × 10−1 10.9% 1.13 × 101 ± 8.03 9100.3% 7.14 ± 4.33 400.5% 3.21 × 102 ± 6.66 × 101 33.1%

30

0.3 1.29 ± 1.21 × 10−1 4.2% 5.61 ± 6.26 4455.6% 5.86 ± 2.61 311.0% 3.04 × 102 ± 5.74 × 101 25.8%

0.2 1.26 ± 8.30 × 10−2 2.2% 4.40 ± 2.79 3473.8% 5.18 ± 2.07 262.9% 2.98 × 102 ± 6.25 × 101 23.5%

0.1 1.27 ± 1.00 × 10−1 2.7% 3.54 ± 3.30 2772.2% 5.59 ± 3.59 291.6% 2.66 × 102 ± 5.09 × 101 10.3%

40

0.3 1.25 ± 8.76 × 10−2 1.0% 1.97 ± 1.18 1501.6% 5.56 ± 2.66 289.7% 2.28 × 102 ± 4.22 × 101 −5.6%

0.2 1.23 ± 8.68 × 10−2 −0.2% 1.80 ± 1.45 1357.4% 4.82 ± 2.02 238.0% 2.54 × 102 ± 6.25 × 101 5.1%

0.1 1.24 ± 8.58 × 10−2 0.7% 1.28 ± 5.52 × 10−1 935.6% 4.42 ± 2.90 209.7% 2.35 × 102 ± 6.01 × 101 −2.7%

∞ 0 1.23 ± 9.43 × 10−2 1.23 × 10−1 ± 4.84 × 10−2 1.43 ± 1.21 × 10−1 2.41 × 102 ± 6.24 × 101

Average rank 1.00 2.50 2.50 4.00

p value NA 0.0044 0.0044 0.0000

Table A9. Experimental results (with standard deviation) and RDP of DDEAs on 10-dimensional Rastrigin problems.

Rastrigin D = 10

SNR Pn DDEA-SE RDP MGP-SLPSO RDP CAL-SAPSO RDP GPEME RDP

10

0.3 8.82 × 101 ± 2.06 × 101 54.3% 1.37 × 102 ± 3.30 × 101 51.7% 1.48 × 102 ± 3.27 × 101 104.8% 1.25 × 102 ± 2.10 × 101 101.7%

0.2 7.77 × 101 ± 2.51 × 101 36.0% 1.30 × 102 ± 3.12 × 101 44.8% 1.41 × 102 ± 3.25 × 101 95.0% 1.49 × 102 ± 4.15 × 101 140.7%

0.1 7.23 × 101 ± 2.59 × 101 26.6% 1.31 × 102 ± 4.59 × 101 45.9% 1.33 × 102 ± 4.24 × 101 84.1% 1.14 × 102 ± 4.07 × 101 84.2%

20

0.3 6.16 × 101 ± 2.02 × 101 7.8% 9.18 × 101 ± 1.79 × 101 2.0% 1.08 × 102 ± 1.47 × 101 49.1% 8.60 × 101 ± 1.92 × 101 38.7%

0.2 5.53 × 101 ± 2.05 × 101 −3.2% 9.59 × 101 ± 1.80 × 101 6.4% 1.01 × 102 ± 1.83 × 101 39.9% 7.13 × 101 ± 2.16 × 101 15.1%

0.1 5.30 × 101 ± 2.10 × 101 −7.2% 8.64 × 101 ± 1.40 × 101 −4.0% 9.55 × 101 ± 2.51 × 101 31.9% 7.49 × 101 ± 1.94 × 101 20.8%
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Table A9. Cont.

Rastrigin D = 10

SNR Pn DDEA-SE RDP MGP-SLPSO RDP CAL-SAPSO RDP GPEME RDP

30

0.3 5.02 × 101 ± 1.91 × 101 −12.2% 8.87 × 101 ± 1.49 × 101 −1.5% 8.88 × 101 ± 2.38 × 101 22.7% 6.76 × 101 ± 1.88 × 101 9.0%

0.2 4.87 × 101 ± 1.86 × 101 −14.8% 8.95 × 101 ± 1.28 × 101 −0.7% 8.67 × 101 ± 2.34 × 101 19.8% 6.39 × 101 ± 1.79 × 101 3.0%

0.1 4.79 × 101 ± 1.77 × 101 −16.1% 8.56 × 101 ± 1.53 × 101 −4.9% 8.40 × 101 ± 2.56 × 101 16.0% 6.95 × 101 ± 1.48 × 101 12.2%

40

0.3 4.83 × 101 ± 2.00 × 101 −15.4% 8.37 × 101 ± 1.32 × 101 −7.1% 8.64 × 101 ± 2.74 × 101 19.3% 6.04 × 101 ± 1.59 × 101 −2.6%

0.2 4.97 × 101 ± 1.80 × 101 −13.0% 8.84 × 101 ± 1.05 × 101 −1.8% 8.63 × 101 ± 2.70 × 101 19.2% 5.96 × 101 ± 9.95 −3.9%

0.1 4.76 × 101 ± 1.79 × 101 −16.7% 8.47 × 101 ± 1.54 × 101 −6.0% 8.48 × 101 ± 2.40 × 101 17.1% 6.59 × 101 ± 1.77 × 101 6.4%

∞ 0 5.71 × 101 ± 1.96 × 101 9.01 × 101 ± 1.15 × 101 7.24 × 101 ± 3.15 × 101 6.20 × 101 ± 1.41 × 101

Average rank 1.00 3.17 3.67 2.17

p value NA 0.0001 0.0000 0.0269

Table A10. Experimental results (with standard deviation) and RDP of DDEAs on 30-dimensional Rastrigin problems.

Rastrigin D = 30

SNR Pn DDEA-SE RDP MGP-SLPSO RDP CAL-SAPSO RDP GPEME RDP

10

0.3 2.90 × 102 ± 4.59 × 101 164.4% 4.06 × 102 ± 4.41 × 101 85.5% 4.57 × 102 ± 8.59 × 101 1129.7% 4.60 × 102 ± 6.49 × 101 74.0%

0.2 2.80 × 102 ± 3.85 × 101 154.7% 3.88 × 102 ± 5.46 × 101 77.5% 4.48 × 102 ± 8.10 × 101 1105.0% 4.35 × 102 ± 8.08 × 101 64.9%

0.1 2.26 × 102 ± 5.76 × 101 105.6% 3.73 × 102 ± 5.03 × 101 70.7% 4.18 × 102 ± 1.08 × 102 1025.1% 4.43 × 102 ± 8.22 × 101 67.7%

20

0.3 1.56 × 102 ± 3.84 × 101 41.6% 3.08 × 102 ± 3.89 × 101 41.1% 2.66 × 102 ± 5.43 × 101 616.1% 3.48 × 102 ± 4.36 × 101 31.9%

0.2 1.44 × 102 ± 3.61 × 101 31.5% 2.96 × 102 ± 4.72 × 101 35.3% 2.37 × 102 ± 4.16 × 101 536.6% 3.50 × 102 ± 5.93 × 101 32.7%

0.1 1.28 × 102 ± 3.57 × 101 16.2% 2.62 × 102 ± 3.96 × 101 20.1% 2.12 × 102 ± 6.09 × 101 469.4% 3.32 × 102 ± 6.39 × 101 25.7%

30

0.3 1.15 × 102 ± 3.20 × 101 5.1% 2.21 × 102 ± 2.80 × 101 0.9% 1.46 × 102 ± 4.38 × 101 292.0% 3.01 × 102 ± 3.96 × 101 13.9%

0.2 1.14 × 102 ± 3.23 × 101 4.1% 2.19 × 102 ± 2.89 × 101 0.2% 1.16 × 102 ± 4.15 × 101 210.8% 2.93 × 102 ± 4.51 × 101 11.0%

0.1 1.14 × 102 ± 3.10 × 101 4.2% 2.29 × 102 ± 1.97 × 101 4.7% 9.23 × 101 ± 4.07 × 101 148.1% 2.86 × 102 ± 3.65 × 101 8.1%
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Table A10. Cont.

Rastrigin D = 30

SNR Pn DDEA-SE RDP MGP-SLPSO RDP CAL-SAPSO RDP GPEME RDP

40

0.3 1.14 × 102 ± 2.93 × 101 3.5% 2.24 × 102 ± 1.96 × 101 2.5% 6.76 × 101 ± 2.74 × 101 81.7% 2.76 × 102 ± 4.28 × 101 4.5%

0.2 1.12 × 102 ± 3.20 × 101 2.2% 2.25 × 102 ± 2.76 × 101 3.1% 5.23 × 101 ± 1.90 × 101 40.6% 2.55 × 102 ± 4.88 × 101 −3.3%

0.1 1.13 × 102 ± 3.08 × 101 3.2% 2.21 × 102 ± 2.85 × 101 1.3% 5.53 × 101 ± 1.98 × 101 48.7% 2.67 × 102 ± 3.32 × 101 1.0%

∞ 0 1.10 × 102 ± 2.90 × 101 2.19 × 102 ± 3.00 × 101 3.72 × 101 ± 1.85 × 101 2.64 × 102 ± 3.82 × 101

Average rank 1.33 2.75 2.00 3.92

p value NA 0.0144 0.2059 0.0000
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