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Abstract: This paper presents an adaptive constrained attitude control for uncertain spacecraft.
Inspired by the concept of nonsingular terminal sliding mode control and funnel control for nonlinear
systems, a novel adaptive attitude control is introduced which contains a time-varying gain to handle
the constraints imposed on the spacecraft attitude. Indeed, when the attitude trajectory approaches
the boundary of the constraint set, the control effort as well as the time-varying gain will increase in
order to preclude the trajectory from intersecting the boundary. Then, it is analytically proved that the
system trajectories converge to an arbitrary small region around the origin within a fixed time where
the smallest upper bound of the convergence time is determined as an independent parameter in the
controller. Further, the proposed control scheme is nonsingular without having to use any piecewise
continuous function which simplifies stability analysis. These properties distinguish the proposed
control scheme from the existing finite/fixed-time attitude controls. Finally, several simulation results
confirm the robustness and performance of the proposed control framework.

Keywords: spacecraft attitude control; sliding mode control; constrained control; fixed-time stability
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1. Introduction

The spacecraft attitude control with high pointing accuracy is of paramount impor-
tance in practical missions including Earth observation [1–4]. The spacecraft attitude
system is inherently nonlinear and usually encounters with inertia matrix uncertainty,
because of fuel consumption, and different space disturbances during a mission. The
latter is brought about by the gravity gradient, solar pressure, and aerodynamic moments.
The total uncertainty which is composed of the inertia matrix uncertainty and the space
disturbance can significantly increase the attitude error and deteriorate the pointing ac-
curacy. Despite the fact that linear controls such as PID control [5,6] have extensively
been employed in spacecraft attitude control design, they are not able to provide spec-
ified performance due to the existence of the total uncertainty and nonlinearities in the
spacecraft dynamics [7]. Therefore, nonlinear control strategies including variable structure
control [8], backstepping control [9], feedback linearization [10], adaptive control [11], and
learning-based control [12] have been developed. The aforementioned works just make the
system trajectory converge to zero as time tends to infinity. However, due to time limitation,
a rapid attitude maneuver is of paramount importance in accomplishing the missions in
practice [13].

In order to enhance the control performance in driving the system trajectories to the
origin, the concept of finite-time stability of nonlinear systems has widely been adopted
which can provide quick convergence of the state trajectories during a finite period of
time as well as enhancing the control precision. Nevertheless, the larger the initial state,
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the longer the settling time. Therefore, an exact estimate of the settling time cannot be
acquired. In comparison with the control schemes derived from this concept [14–19],
control laws using the fixed-time stability lead to finite-time convergence of the system
states regardless of their initial value [20–22]. The significant feature which distinguishes
fixed-time control from its finite-time counterpart is that the settling time for the closed-loop
system is specified based on the controller gains. More specifically, the size of the initial
condition does not contribute towards estimation of the convergence time’s upper bound.
As a result, the designer is able to assign any convergence rate property in advance.

In the recent years, various attitude controls with fixed-time convergence have been
developed. For example, the sliding mode control and improved backstepping control
have been combined and a fixed-time convergent attitude control framework for spacecraft
has been introduced in [23]. The authors of [24] proposed an adaptive fixed-time sliding
mode-based attitude control law for spacecraft. Utilizing the strategy of adding a power
integrator, the issue of attitude control ensuring fixed-time convergence has been studied
in [25]. To resolve the chattering problem and enhance the convergence rate simultaneously,
a double power reaching law for spacecraft attitude system has been proposed in [26]. Two
disturbance observer-based attitude controls based on sliding mode control have been
given in [27,28]. The convergence times associated with the observer and the controller are
guaranteed to be determined a priori. For the purpose of convergence rate improvement,
an adaptive attitude control scheme with fixed-time convergence for flexible spacecraft
has been reported in [29]. In the present fixed-time sliding mode-based controls in [23–32],
the convergence time is a function of twelve parameters; six parameters for the sliding
surface and six parameters for the control input. Hence, to achieve a prescribed settling
time for the closed-loop system, a complicated and tedious parameter tuning is needed.
Since these parameters play a prominent role in determining the transient and steady-state
characteristics, it is quite challenging to acquire the desired convergence time such that
the performance in the whole response is not deteriorated. In addition to the difficulty of
determining the settling time, the existing nonsingular fixed-time attitude control schemes,
see, for example, [28,29], utilize piecewise continuous functions in order to prevent the
singularity issue which comes from fractional powers used in the controller. Although the
singularity is removed, the stability analysis will become highly complicated.

To provide the desired performance specifications in time domain, the existing con-
strained controls for nonlinear systems such as prescribed performance control (PPC) [33]
and funnel control (FL) [34] can be applied. In the PPC, the constrained system is trans-
formed to an unconstrained equivalent one through a transformation function. It is then
analytically proved that the stabilization of the unconstrained system leads to satisfying
the constraints in the original system. However, the controller’s structure is highly com-
plicated since it is composed of partial derivatives and intricate functions restricting its
application in practice. The FC, on the other hand, is a low-complexity high-gain type
adaptive control. In this approach, the gain will be varied based on the actual required
value by a time-varying (non-dynamic) adaptation law [34]. In other words, when the state
trajectory approaches the boundaries of the constraint region, this adaptive gain increases.
Therefore, the control effort rises to preclude the trajectory from intersecting the bound-
aries and violating the constraint. Despite the low-complexity structure of the controllers
constructed from the FC method, no asymptotic tracking is pursued, but the constraint
on the system output will be satisfied over the whole time interval [34]. Although there
are numerous constrained attitude controls using the PPC approach [35–40], there is no
FC-based constrained attitude control for spacecraft and it is still an open problem.

This work addresses the difficult issue of adaptive constrained attitude control ensur-
ing fixed convergence time of rigid spacecraft considering the inertia matrix uncertainty
and space disturbance. The main contributions and innovations of the work are provided
as follows.

1. Inspired by the FC approach, a novel attitude control is introduced which contains a
time-varying gain to handle the constraints imposed on the spacecraft attitude.
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2. The proposed control scheme directly resolves the singularity issue without any piece-
wise continuous function. Therefore, unlike the existing nonsingular sliding mode
attitude controls in the literature [28,29], the stability analysis is more straightforward.

3. An adaptive mechanism based on neural network is proposed to cope with the total
uncertainty. It is analytically guaranteed that the system trajectories only need a
finite time to converge to the origin and this time is explicitly specified a priori by
assigning an independent parameter in the controller. This, in turn, highly simplifies
the procedure of determining the convergence time.

2. Problem Formulation and Preliminaries
2.1. Equations of Motion of Rigid Spacecraft Attitude System

For representing the orientation of a rigid body in 3D space, three coordinate frames,
depicted in Figure 1, are usually adopted. Here, the orbit reference, the inertial, and the
body-fixed frames will be respectively represented by FO, FI , and FB. Let σ ∈ R3 be the
modified Rodriguez parameters (MRPs) for the rigid spacecraft with respect to FO and
ω = [ω1, ω2, ω3]

T refers to the inertial angular velocity with respect to FI and described in
FB. Therefore, the rigid spacecraft equations of motion can be described as [2]

σ̇ =G(σ)ω

Jω̇ =−ω× Jω + τ + d̄, (1)

where G(σ) denotes the Jacobian matrix described as G(σ) = 1
4

(
(1− σTσ)I3 + 2σ× +

2σσT
)

, τ ∈ R3 is the control torque, d̄ ∈ R3 is environmental disturbance, and J ∈ R3×3

shows the inertia matrix described as J = J0 + ∆J, such that J0 and ∆J are, respectively,
the nominal and uncertain components of the inertia matrix.

Figure 1. Coordinate reference frames. [28]

Let us define x1 = σ and x2 = σ̇. Then, the system (1) could be described by

ẋ1 =x2,

ẋ2 =Γ + u + d, (2)

where Γ = [Γ1, Γ2, Γ3]
T = Ġ(x1)ω−G(x1)J−1

0 ω× J0ω, u = [u1, u2, u3]
T = G(x1)J−1

0 τ and
d = [d1, d2, d3]

T = G(x1)J−1
0 (d̄−ω×∆Jω− ∆Jω̇).

Assumption 1. The uncertain component of the inertia matrix is bounded such that ‖∆J‖ ≤ a1
where a1 is an unknown positive scalar.

Assumption 2. The space disturbance is bounded such that ‖d̄‖ ≤ a2 where a2 is an unknown
positive scalar.

Remark 1. The system uncertainty is due to the payload movement, fuel consumption, and rotation
of solar panels. On the other hand, the external disturbance stems from aerodynamic drag, gravity
gradient moments, and solar radiation pressure. Based on Equation (2), when there exist the inertia
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matrix uncertainty (∆J) and the external disturbance (d̄), the attitude dynamics will be perturbed
by d which depends on the attitude (x1), the angular velocity (ω), and the angular acceleration
(ω̇). The constants a1 and a2 show how these undesirable factors affect the system dynamics. Since
the term d is not used in the control design, the larger values of a1 and a2 mean that the knowledge
about the system dynamics is not sufficient. The lack of adequate information about the system
dynamics deteriorates the control performance or even system stability. Since the total uncertainty
which is composed of the system uncertainty and disturbance enters in the input channel, it is a
matched uncertainty and the sliding mode control can deal with that.

Remark 2. The main sources of perturbation in the rigid spacecraft attitude system are the inertia
matrix uncertainty and the space disturbance torques. Since the total uncertainty does not vanish at
the origin, it is considered as a nonvanishing perturbation. Thus, the origin is not the equilibrium
point of the uncertain spacecraft attitude system. As a result, the problem of practically fixed-time
stability of the perturbed attitude system is studied in this paper.

2.2. Preliminaries

Lemma 1. Consider a nonlinear system as [41]

ẋ = f (t, x, d). (3)

Let there exist a continuous positive-definite function V(t) such that

V̇ ≤ − π

ηTc

(
V1− η

2 + V1+ η
2

)
where Tc > 0 represents the convergence time and 0 < η < 1 is a real number. Then, the origin of
the nonlinear system (3) is fixed-time stable with the convergence time Tc.

Lemma 2. For the given system (3) [42], if the following inequality holds

V̇ ≤ − π

ηTc

(
V1− η

2 + V1+ η
2

)
+ δ,

then the system (3) is practically fixed-time stable with the convergence region described as{
lim

t→T′c
x |V ≤ min

{(2ηTcδ

π

) 2
2−η

,
(2ηTcδ

π

) 2
2+η
}}

where the parameter T
′
c represents the convergence time such that T

′
c <
√

2Tc.

Lemma 3. For z1 ∈ R, z2 ∈ R and positive constants ς1 > 0, ς2 > 0, ς3 > 0, one obtains [43]

|z1|ς1 |z2|ς2 ≤ ς1

ς1 + ς2
ς3|z1|ς1+ς2 +

ς2

ς1 + ς2
ς
− ς1

ς2
3 |z2|ς1+ς2 . (4)

Lemma 4. Consider a differential equation as [43]

˙̂z(t) = ς1φ(t)− ς2ẑ(t)− ς3ẑς4(t) (5)

in which ςi > 0 for i = 1, 2, 3 and ς4 > 1 are constants and φ(t) is a non-negative function. If the
initial condition satisfies ẑ(t0) ≥ 0, then it is concluded that ẑ(t) ≥ 0 for ∀t0 ≥ 0.

Lemma 5. For z2 ≥ z1 and ς>1, one obtains [43]

z1(z2 − z1)
ς ≤ ς

1 + ς
(z1+ς

2 − z1+ς
1 ). (6)
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Lemma 6. For any given zi ∈ R+(i = 1, . . . , n) and ς > 0, the following inequalities are
satisfied [43] ∑n

i=1 zς
i ≥

(
∑n

i=1 zi

)ς
, i f 0 < ς < 1

∑n
i=1 zς

i ≥ n1−ς
(

∑n
i=1 zi

)ς
, i f ς > 1.

(7)

Lemma 7. By virtue of ability of neural networks, a bounded, unknown nonlinear function Θ(X)
is approximated as a continuous function that is delimited on a compact set Ω. Then, there is a
neural network W∗TΦ(X) such that [31]

lΘ(X) = W∗T
Φ(X) + ε, (8)

in which the input vector is denoted by X ∈ Ω, the basis function of the neural network is
represented by Φ(X) ∈ Rv̄ with v̄ > 1 as the number of nodes, and the approximation error is
denoted by εi which satisfies |εi| < εN with εN as a positive constant. Moreover, W∗ shows the
ideal weight matrix described as

lW∗ = arg min
W∈Rv̄

{
sup
X∈Ω
|Θ(X)−W TΦ(X)|

}
(9)

in which W ∈ Rv̄ refers to the weight vector.

Definition 1. A positive, decreasing function ρ(t) is named as a finite-time prescribed performance
function (FTPPF) if it converges to ρT within Tf and stays thereafter. Here, Tf is the convergence
time of the FTPPF and ρT shows its final value [44].

From an engineering point of view, this function gives the opportunity to the attitude
control designer to determine any desired performance specifications for the spacecraft
attitude in transient as well as steady state. We employ the following function as an
FTPPF [38]

ρ(t) =

 c1

√
ρc1

0 − c1c2t + ρT , 0 ≤ t < Tf ,

ρT , t ≥ Tf .
(10)

where the positive constants ρ0, c1, and c2 are rightly selected in accordance with the value

of Tf , ρT , and ρ(0). More specifically, ρ0 = ρ(0)− ρT , c2 =
ρ

c1
0

c1Tf
, and 0 < c1 = b1

b2
< 1 such

that b1 and b2 are, respectively, positive odd and even integers.

2.3. Control Objective

The major control goal of this study is to propose a constrained control strategy for
the rigid spacecraft attitude system expressed by Equation (2) such that:

1. The closed-loop attitude system is practically fixed-time stable.
2. The prescribed performance of the attitude MRPs σ is satisfied. Unlike the existing

constrained attitude controls for spacecraft [37–40], the proposed controller structure
is quite simple.

Remark 3. The simplicity of the structure of the controller designed in this paper is due to the
use of a time-varying gain in the sliding surface instead of using complicated constrained control
approaches such as prescribed performance control [37–40]. In these works, to constrain the
spacecraft attitude, a new variable is employed to convert the constrained attitude system into
an equivalent unconstrained one. Then, the system dynamics will be rewritten based on the new
transformed variable. It is proved that robust stabilization of this variable is equivalent to satisfying
the constraint on the spacecraft attitude. However, the control inputs in [37–40] contain partial
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derivatives and intricate terms as a result of stabilizing the transformed error. This, in turn, makes
the control design procedure and the controller structure quite complicated.

3. Nonsingular Constrained Switching Function Development

Motivated by [30], the following nonsingular constrained switching function (NCSF)
S(t) = [S1(t), S2(t), S3(t)]T ∈ R3 for the attitude system (2) is constructed

S(t) = x1(t) + Sig
1

1−η1
(
Υ(x2 + (α + γ)x1)

)
, (11)

where 1
2 < η1 < 1, Υ = diag(Υ1, Υ2, Υ3) with Υi = 2η1Tc1

π
(

1+3
η1
2 x

2η1
1i

) , Tc1 > 0, α =

diag(α1, α2, α3) with αi > 0, γ = diag(γ1, γ2, γ3) with γi(t) =
∫ t

0 λi(v)dv, λi(t) =

tan(πκi(t)
2 ), κi(t) =

∣∣ σi(t)
ρi(t)

∣∣ϑ, and ϑ > 0. Moreover, for the sake of simplicity, we define

Sigι(x) =
[
|x1|ιsgn(x1), |x2|ιsgn(x2), |x3|ιsgn(x3)

]T in which ι ∈ R+ is a positive scalar
and sgn(·) is the sign function.

Remark 4. In this paper, to provide fixed-time convergence of the system states, we have used the
Sigι(x) function which is defined as Sigι(x) = |x|ιsgn(x) where sgn(·) denotes the standard sign
function. It is worth mentioning that the function Sigι(x) used in the proposed control scheme is
not a discontinuous function. In Figure 2, this function for ι = 0.7 has been compared with the
functions x, sgn(x), and |x|. As can be seen, the function Sigι(x) is continuously differentiable.

Figure 2. Comparison of |x|0.7sgn(x) and x, sgn(x), and |x|.

Once Si(t) = 0 is obtained, then one has

ẋ1i = −
π

2η1Tc1

(
3

η1
2 x1+η1

1i + x1−η1
1i

)
− (αi + γi)x1i, (12)

which can be easily rewritten as

x2i + (αi + γi)x1i = −
π

2η1Tc1

(
3

η1
2 x2η1

1i + 1
)

x1−η1
1i . (13)

Then, we have

Υi(x2i + (αi + γi)x1i) = −x1−η1
1i , (14)

where Υi =
2η1Tc1

π
(

3
η1
2 x

2η1
1i +1

) . If the absolute value of both sides of (14) is taken, it gives

|Υi(x2i + (αi + γi)x1i)|
1

1−η1 = |x1i|, (15)
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Based on (14), one obtains

sgn
(
Υi(x2i + (αi + γi)x1i)

)
= sgn

(
− x1−η1

1i
)
= −sgn(x1i). (16)

Multiplying both sides of (15) and (16) yields

Sig
1

1−η1 (Υi(x2i + (αi + γi)x1i)) = −x1i(t). (17)

Then, the NFCTS (11) is constructed.
To prove the fixed-time convergence of the system states x1(t) and x2(t), let us con-

struct a Lyapunov function candidate as V1 = xT
1 x1. Differentiating V1 with respect to time

along Equation (14) and using Lemma 6 will lead to

V̇1 = 2
3

∑
i=1

x1i ẋ1i = −
3

∑
i=1

π

η1Tc1

(
3

η1
2 x2+η1

1i + x2−η1
1i

)
−

3

∑
i=1

2(αi + γi)x2
1i

≤ − π

η1Tc1

(
V1+ η1

2
1 + V1− η1

2
1

)
. (18)

Note that due to the definition of γi =
∫ t

0 tan
(

π
2

∣∣ ρi(y)
σi(y)

∣∣ϑ)dy, it is concluded that γi is

positive. Moreover, αi > 0 is a design parameter. Thus, −(αi + γi)x2
1i is always negative

and can be dropped from inequality (18). By virtue of Lemma 1, it can be inferred that x1(t)
and x2(t) will converge to the origin in a fixed time Tc1.

Taking the time-derivative of the NCSF (11) along with the system dynamics (2) gives

Ṡ =x2 +
1

1− η1
diag

(
|Υi(x2i + (αi + γi)x1i)|

η1
1−η1

)(
Υ̇(x2 + (α + γ)x1)

+ Υ(Γ + u + d + λx1 + (α + γ)x2)
)

=Λ(Ψ + Υu + τd)− (α + γ)S, (19)

where Υ̇i = − π
Tc1

3
η1
2 Υ2

i x2ix
2η1−1
1i , Λ = diag(Λ1, Λ2, Λ3), Λi =

1
1−η1
|Υi(x2i +(αi +γi)x1i)|

η1
1−η1 ,

Ψ = Υ−1Ω + Υ(Γ + λx1 + (α + γ)x2) + Υ̇(x2 + (α + γ)x1), Ω = (1− η1)
(

Sig
1−2η1
1−η1

(
Υ(x2 +

(α + γ)x1)
)
+ (α + γ)Υ2(x2 + (α + γ)x1)

)
, and τd = Υd.

4. Adaptive Fixed-Time Attitude Control Development

Here, the principal goal is to derive an adaptive neural network-based attitude control
scheme with fixed-time convergence for the attitude system described by Equation (2).

Due to the fact that the total uncertainty τd in (19) is not known in practice, neural
networks can be utilized to approximate it. Motivated by [45], one has

τdi +
1
2

ΛiSi = W T
i Φi(Xn) + εi, i = 1, 2, 3 (20)

where the weight vector is denoted by W i ∈ Rv̄ with v̄ > 1 as the number of nodes, the basis
function of neural network is given by the following sigmoid form [46]
Φi(Xn) =

g1
g2+exp(−Xn/g3)

+ g4 with gi, i = 1, . . . , 4 as constant parameters, the input vector

is represented by Xn = [xT
1 , xT

2 , ωT ]T and the approximation error is denoted by εi which
satisfies |εi| < εN with εN as a positive constant.

According to the subsequent analysis, the following adaptive attitude control is pro-
posed:
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u = −Υ−1

(
Ψ +

π

η2Tc2

((1
2
)1− η2

2 Λ−1µν(Λ)S1−η2 + 3
η2
2 2η2

(1
2
)1+ η2

2 Λ−1µν(Λ)S1+η2
)

+
θ̂

2l2 Λdiag(ΦT
i Φi)S

)
(21)

where 1
2 < η2 < 1, Tc2 > 0, k1 > 0, l > 0, and µν(Λ) = diag(µν1(Λ1), µν2(Λ2), µν3(Λ3)) is

defined as

µνi (Λi) =

{
sin(πΛi

2ν ), Λi ≤ ν,
1, otherwise,

(22)

where ν > 0. Moreover, θ̂ is the estimation of θ = max{‖W i‖2} for i = 1, 2, 3 and it is
updated by

˙̂θ =
k1

2l2

3

∑
i=1

Λ2
i S2

i ΦT
i Φi − k2θ̂ − k3θ̂1+η2 , (23)

where k2 =
(

π
η2Tc2

) 2
2−η2 and k3 = π(2+η2)

2η2Tc2k
η2
2

1 (1+η2)

.

Theorem 1. Consider the attitude system given in (2). If the control law and the adaptive update
law are designed as (21) and (23), respectively, then the system states x1 and x2 converge to the
arbitrary small set containing the origin within a fixed time Tc = Tc1 + Tc2.

Proof. Construct a Lyapunov function as V2 = 1
2 STS + 1

2k1
θ̃2, where θ̃ = θ − θ̂. The

derivative of V2 with respect to time along Equation (19) and using (20) yields

V̇2 =STΛ
(
Ψ + Υu + τd

)
− ST(α + γ)S− 1

k1
θ̃ ˙̂θ

=STΛ
(
Ψ + Υu− 1

2
ΛS + W TΦ(Xn) + ε

)
− ST(α + γ)S− 1

k1
θ̃ ˙̂θ (24)

Utilizing the well-known Young’s inequality [47] and using the fact θ = max{‖W i‖2}, the
following inequality holds

lSTΛ(W TΦ(Xn) + ε)l≤ 1
2l2

3

∑
i=1

S2
i W2

i Λ2
i ΦT

i Φi +
3l2

2
+

1
2
‖STΛ‖2 +

3ε2
N

2

l≤ θ

2l2

3

∑
i=1

S2
i Λ2

i ΦT
i Φi +

3l2

2
+

1
2
‖STΛ‖2 +

3ε2
N

2
(25)

When ‖Λ‖ > ν, the function µνi (Λi) is equal to 1. Then, substituting the control law
(21) and the update law (23) into (24) and using (25), one has

V̇2 ≤−
π

η2Tc2

((1
2
)1− η2

2 S2−η2 + 3
η2
2 2η2(

1
2
)1+ η2

2 S2+η2
)
− θ̂

2l2

3

∑
i=1

S2
i Λ2

i ΦT
i Φi

+
θ

2l2

3

∑
i=1

S2
i Λ2

i ΦT
i Φi +

3l2

2
+

3ε2
N

2
− θ̃

2l2

3

∑
i=1

S2
i Λ2

i ΦT
i Φi +

k2

k1
θ̃θ̂ +

k3

k1
θ̃θ̂1+η2

≤− π

η2Tc2

((1
2
‖S‖2)1− η2

2 + 2η2
(1

2
‖S‖2)1+ η2

2
)
+

k2

k1
θ̃θ̂ +

k3

k1
θ̃θ̂1+η2 + δ1 (26)
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where δ1 = 3l2

2 +
3ε2

N
2 . Note that since θ̃ = θ − θ̂, the three terms − θ̂

2l2 ∑3
i=1 S2

i Λ2
i ΦT

i Φi,
θ

2l2 ∑3
i=1 S2

i Λ2
i ΦT

i Φi, and − θ̃
2l2 ∑3

i=1 S2
i Λ2

i ΦT
i Φi are simplified and removed from the right-

hand side of the inequality (26). Based on the Young’s inequality, one obtains

k2

k1
θ̃θ̂ =

k2

k1
θ̃(θ − θ̃) ≤ − k2

2k1
θ̃2 +

k2

2k1
θ2. (27)

Substituting (27) into (26) gives

V̇2 ≤−
π

η2Tc2

((1
2
‖S‖2)1− η2

2 + 2η2
(1

2
‖S‖2)1+ η2

2
)

− k2

2k1
θ̃2 +

k2

2k1
θ2 +

k3

k1
θ̃θ̂1+η2 + δ1. (28)

By virtue of Lemma 3 and defining z1 = 1, z2 = k2
2k1

θ̃2, ς1 = η2
2 , ς2 = 1− η2

2 and ς3 =( 2−η2
2
) 2−η2

η2 , one obtains

( k2

2k1
θ̃2
)1− η2

2 ≤ η2

2

(2− η2

2

) 2−η2
η2 +

k2

2k1
θ̃2. (29)

According to the update law (23) and using Lemma 4, it can be concluded that θ̂ ≥ 0, and
then, θ ≥ θ̃. Therefore, by virtue of Lemma 5 and defining z1 = θ̃ and z2 = θ, we have

θ̃θ̂1+η2 = θ̃(θ − θ̃)1+η2 ≤ 1 + η2

2 + η2
(θ2+η2 − θ̃2+η2). (30)

Now, substituting (29) and (30) into (28) results in

V̇2 ≤−
π

η2Tc2

(1
2
‖S‖2)1− η2

2 −
( k2

2k1
θ̃2
)1− η2

2 − π

η2Tc2
2η2
(1

2
‖S‖2)1+ η2

2

−
21+ η2

2 k3k
η2
2

1 (1 + η2)

2 + η2

( 1
2k1

θ̃2
)1+ η2

2
+ δ2

≤− π

η2Tc2

(
V1− η2

2
2 + V1+ η2

2
2

)
+ δ2 (31)

where δ2 = η2
2

(
2−η2

2

) 2−η2
η2 + k2

2k1
θ2 + k3(1+η2)θ

2+η2

k1(2+η2)
+ δ1.

Thus, by virtue of Lemma 2, the system states x1 and x2 are driven to the following
arbitrary small region ∆ or enter the regionR2 during the fixed time Tc2.

∆ =
{

lim
t→Tc2

S|V2 ≤ min
{(2η2Tc2δ2

π

) 2
2−η2 , (

2η2Tc2δ2

π

) 2
2+η2

}}
.

In R2, defining χ = x2 + (α + γ)x1, the objective is to prove that the χ = 0 (which
is the reason of singularity) is not attractive except for the origin (x1, x2) = 0. To this
end, at a close vicinity of χ = 0, then Λ = Ω = Ψ = 0 and S = x1 will be obtained.
Based on the definition of µv(Λ) in (22), when Λi → 0, then Λ−1

i µνi (Λi)→ 1. Substituting
Λ = Ω = Ψ = 0 and S = x1 into the control input, one has

lu = −Υ−1 π

η2Tc2

((1
2
)1− η2

2 x1−η2
1 + 3

η2
2
(1

2
)1+ η2

2 2η2 x1+η2
1

)
− Γ. (32)
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In order to show that the state trajectories will not settle down in χ = 0, the deriva-
tive of χ with respect to time and along the system (2) is taken, and substituting the
approximated control input (32) is then given as

lχ̇ = −Υ−1 π

η2Tc2

((1
2
)1− η2

2 x1−η2
1 +

(1
2
)1+3

η2
2 η2

2 2η2 x1+η2
1

)
+ (λ + (α + γ)2)x1 + d. (33)

The main objective is to show that χ = 0 will be reached only if the state trajectories
reach the origin, i.e., (x1, x2) = 0. To be more exact, if χ̇ = 0 is achieved, it means that the
trajectories converge to χ = 0 and stay thereafter. Thus, if for a non-zero value of x1, then
χ̇ = 0 is reached, it conveys that the origin is not the only stable equilibrium point and
there is another point in the state space where the state trajectories converge to.

Even if the uncertainty term d is ignored, when x1 6= 0, then χ̇ 6= 0 which means that
χ = 0 is not attractive except for the origin and the system states transgress R2 into R1.
Therefore, it can be inferred that system trajectories converge to the residual set ∆ from
anywhere in the state space and the closed-loop system is practically fixed-time stable.
Once the NCSF (11) converges to the set |Si| ≤ ∆, then one obtains

Si(t) = x1i(t) + Sig
1

1−η1
(
Υi(x2i + (αi + γi)x1i)

)
= ξi, |ξi| < ∆. (34)

Following Equations (12)–(17) for Si = ξi, Equation (34) is simplified as

ẋ1i +
π

2η1Tc1

(
3

η1
2 x1+η1

1i + x1−η1
1i

)
+
(
α + γi −

ξi
x1i

)
x1i = 0. (35)

As long as α is selected to satisfy α+γi− ξi
x1i

> 0, Equation (35) is equivalent to Equation (14).
Therefore, the spacecraft attitude is practically fixed-time stable and the convergence region
is given as |x1i| < |ξi |

αi
< ∆

αi
.

Remark 5. In the existing fixed-time sliding mode-based controls in [24–31], the convergence time
is a function of twelve parameters; six parameters for the sliding surface and six parameters for the
control input. Hence, to achieve a prescribed settling time for the closed-loop system, a complicated
parameter tuning is needed. Since these parameters contribute to determining the transient and
steady-state characteristics, it is difficult to obtain the desired convergence time without deteriorating
the performance in transient and steady state. However, the proposed control framework in this
paper guarantees that the system states converge to zero before Tc = Tc1 + Tc2 in which Tc1 and Tc2
explicitly appear in the NCSF (11) and the control law (21), respectively. Moreover, the proposed
control scheme is able to satisfy the desired performance in transient and steady state through tuning
the parameters of the performance function. Therefore, the prespecified convergence time as well as
the performance characteristics in time domain can be obtained. For instance, if the parameter ρT in
the performance function (10) decreases, the ultimate value of attitude is reduced and, consequently,
the pointing accuracy is improved.

Remark 6. Because of the use of the non-integer power, which is less than one, to provide fixed-
time stability, a negative power appears in the dynamics of the sliding surface and results in the
singularity issue. To resolve this problem, one way would be to use a piecewise continuous switching
function [26,29,48,49]. However, due to the fact 1

2 < η1 < 1, it is concluded that η1
1−η1

> 0 holds
and the time derivative of the suggested NCSF in (19) contains no negative power and, consequently,
no singularity happens. Thus, in contrast to the aforementioned studies, the singularity is avoided
without having to use any piecewise continuous switching function.

Remark 7. The suggested attitude control input (21) is composed of the term λix1i in Υi. According
to the definition of λi(t) = tan(πκi(t)

2 ) and κi(t) =
∣∣ x1i(t)

ρi(t)

∣∣ϑ, it is inferred that if the attitude
trajectory x1i tends to the boundary of the FTPPF ρi, the non-dynamic adaptive gain λi increases
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and, as a result, the control effort rises to prevent the attitude from contacting the performance
function and violating the constraint. Hence, the approach utilized here is able to successfully meet
the constraint on the attitude trajectory such that there is no need to apply the existing complicated
constrained controls.

Remark 8. The diagram of the new NN-based control which is composed of the spacecraft, the
neural network, and the attitude controller is illustrated in Figure 3.

Figure 3. The diagram of the novel NN-based control for the rigid spacecraft attitude system.

Remark 9. The control parameters are selected by trial and error until the desired control perfor-
mance is acquired. However, the following points are considered to obtain a better understanding on
the effect of each parameter on the control performance and to tune them appropriately.

• The fractional powers η1 and η2 have significant effect on the convergence behavior. If they
are selected too small, the faster and more accurate convergence will be obtained; however, the
control input increases.

• The parameters Tc1 and Tc2 represent the settling time. Hence, smaller Tc1 and Tc2 result in a
faster convergence. Nonetheless, the needed control input will go up.

• The parameter α contributes to the convergence rate and control input. Indeed, if it is selected
large enough, the system states are quickly stabilized at a price of large control input.

• Since 0 < κ < 1, then a larger value of ϑ means that the attitude trajectory is allowed to
approach the performance function boundary.

• The parameters of the performance function are selected based on the maximum permitted
overshoot, the convergence time, and the ultimate attitude value.

Remark 10. Disturbance observer, as an active disturbance rejection control approach, has been
widely employed to cope with the total disturbance owing to the system uncertainty and external
disturbance [50–52]. In this case, the total disturbance is estimated by the observer and the estimated
signal is used as a feedforward signal in the controller. Therefore, the control performance is improved.
However, since the spacecraft attitude system is nonlinear, the separation principle is not satisfied
and the stability analysis must be proved considering both the observer and the controller. Moreover,
a disturbance observer-based control has a more complicated control structure. On the other
hand, neural network-based adaptive control can be a suitable alternative which provides desired
performance and does not have complexity of the disturbance observers.

5. Simulation Results

This section aims at validating the performance of the suggested constrained con-
trol framework through conducting numerical simulations on a rigid spacecraft. In or-
der to have a thorough evaluation, the simulation results are presented in three parts.
The inertia matrix is not completely known and its nominal and uncertain parts are as
J0 = [20, 1.2, 0.9; 1.2, 17, 1.4; 0.9, 1.4, 15] kg m2 and ∆J = diag(2, 2, 3) kg m2, respectively [53].
The space disturbance is taken as d = 2(‖ω‖2 + 0.3)[cos(0.2t), sin(0.5t), cos(0.8t)]T [53].
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Part 1: Here, we consider four distinct initial states to see if the settling time depends
upon the initial state. Based on the claim given in Theorem 1, it is expected that the
state trajectories are driven to the origin before Tc = Tc1 + Tc2. The four initial states are:
(1) σ(0) = [0.3, 0.4,−0.3]T , ω(0) = [−0.01,−0.01, 0]T rad/sec, (2) σ(0) = [−0.2,−0.1, 0.3]T ,
ω(0) = [0.01, 0,−0.01]T rad/sec, 3) σ(0) = [−0.6, 0.45,−0.45]T, ω(0) = [−0.01, 0.01,−0.01]T

rad/sec, 4) σ(0)= [0.45,−0.6, 0.6]T , ω(0) = [0.08, 0.08,−0.08]T rad/sec. The parameters
of the controller (21), the adaptive update law (23), and the FTPPF (10) are selected as:
η1 = η2 = 5/9, Tc1 = Tc2 = 5, α = 1 ν = 0.2, g1 = 0.1, g2 = 0.1, g3 = 0.2, g4 = −0.1, l = 1,
k1 = 0.1, ϑ = 0.25, ρ0 = 1, c1 = 0.3, ρT = 0.005, and Tf = 10.

The simulation results related this case are presented in Figures 4–11. As it is observed
in Figures 4 and 6, the attitude and rotation velocity trajectories have converged before 10
seconds, that is, the summation of Tc1 and Tc2. The convergence time of the FTPPF (10),
i.e., Tf is also chosen as 10 seconds. Based on Figure 4, the prescribed performance for the
attitude variable is obtained irrespective of the initial conditions. The steady state behaviors
of the attitude and the rotation velocity are provided in Figures 5 and 7, respectively. As
can be observed, the attitude trajectories enter the convergence region before t = 10 sec
and stay thereafter which confirms the claim given in this paper. Based on Figure 8, it
is vivid that if the spacecraft attitude trajectory moves toward the performance function
(i.e., x1 → ρ), the function κ goes toward one. Then, the tan and λ functions increase.
Therefore, the γ function, illustrated in Figure 9, rises since it is the integral of λ. To further
evaluate this fact, see these two parameters associated with the first axis for the third initial
condition, i.e., λ1 and γ1. It can be clearly seen that when the x1i goes towards the FTPPF
ρ, the gain λ1 rapidly goes up and there is a growth in γ1 as well. However, when the
attitude variable x1i changes its direction and moves to zero, the gain λ1 begins to decline
but it is still positive due to its definition. Hence, the gain γ1 remains almost constant and
it experiences a quite gradual increase. From Figure 10, when the distance between the
attitude trajectory and the boundary of the constraint region is decreasing, the control effort
is rising to preclude the attitude trajectory from violating the constraint. This is due to
fact that the time-varying gains λ and γ proportionally appear in the control law (21) and
their increase can lead to a growth in the control input. The steady state behaviors of the
control torque is provided in Figure 11. It can be observed that the control input does not
experience any chattering.

Part 2: In the previous part, the effect of different initial conditions on the time response
of the attitude variable was investigated. Based on the definition λi = tan

(πκi
2
)

where

κi(t) =
∣∣ σi(t)

ρi(t)

∣∣ϑ, it is observed that the parameter ϑ plays an important role in the value of
the time-varying gain λi(t). Therefore, the impact of this parameter is evaluated in this
part. The initial condition is taken as σ(0) = [−0.2,−0.1, 0.3]T , and ω(0) = [1, 0,−1]T . The
parameters of the controller, the update law, and the FTPPF are the same as in the previous
part except for ϑ. Here, various values for ϑ are considered as (1) ϑ = 0.1, (2) ϑ = 0.2,
(3) ϑ = 0.4, and (4) ϑ = 0.6.

The simulation results are depicted in Figures 12–14. It is clear that the attitude
trajectory can be closer to the boundary of the permitted region if the parameter ϑ is not too
small. The reason behind this fact is that if the initial value of the attitude attitude satisfies
|σi(0)| < ρi(0), then we have

∣∣ σi
ρi

∣∣ < 1. Hence, for the same value of σi, a smaller ϑ results
in a bigger κi. Therefore, κi is closer to 1 and the time-varying gain λi becomes bigger in
this case and the system trajectory is not allowed to become close to the boundary of the
FTPPF.
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Figure 4. Time responses of the attitude in Part 1 for different initial conditions.

10 15 20

-6

-4

-2

0

2

4

6

10
-3

1

2

3

10 15 20

-6

-4

-2

0

2

4

6

10
-3

1

2

3

10 15 20

-6

-4

-2

0

2

4

6

10
-3

1

2

3

10 15 20

-6

-4

-2

0

2

4

6

10
-3

1

2

3

Figure 5. Steady state behavior of the attitude in Part 1 for different initial conditions.



Mathematics 2023, 11, 247 14 of 23

0 5 10 15 20

-2

-1

0

1

2

1

2

3

0 5 10 15 20

-1.5

-1

-0.5

0

0.5

1

1

2

3

0 5 10 15 20

-2

-1

0

1

2

3

4

1

2

3

0 5 10 15 20

-3

-2

-1

0

1

2

3

1

2

3

Figure 6. Time responses of the rotation velocity in Part 1 for different initial conditions.
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Figure 7. Steady state behavior of the rotation velocity in Part 1 for different initial conditions.
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Figure 8. The parameter λ in Part 1 for different initial conditions.
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Figure 9. The parameter γ in Part 1 for different initial conditions.
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Figure 10. The control torque in Part 1 for different initial conditions.
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Figure 11. Steady state behavior of the control torque in Part 1 for different initial conditions.
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Part 3: The main objective of this part is to evaluate robustness of the proposed
control scheme with respect to time-varying disturbances including high and low frequen-
cies and measurement noises. To this end, it is supposed that the space disturbance is
d = 2(‖ω‖2 + 0.3)[cos(0.2t), sin(0.5t), cos(0.8t)]T + [sin(200πt), sin(200πt), sin(200πt)] T [54].
As can be seen, the disturbance is composed of low- and high-frequency signals. Moreover,
additive states noise with a standard deviation σn is added to the attitude and angular
velocity before measurement to produce noisy measurements. Given the measurement
vectors, the noise is added in the form of white Gaussian noise with zero mean and stan-
dard deviation σn [55]. The simulation results have been provided in Figures 15–19. More
specifically, Figures 15 and 17 show that the attitude and angular velocity are stabilized in
the presence of measurement noise and high-frequency disturbance. Looking at the time
response of the attitude and angular velocity in Figures 16 and 18, it is observed that the
constraint imposed on the attitude is still satisfied and the proposed control scheme shows
a satisfying performance with respect to measurement noise and high-frequency distur-
bance. Figure 19 presents the control torque. It is observed that the maximum required
control torque is still in the acceptable range, but it shows some oscillations to suppress the
negative effect of the measurement noise.
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Figure 12. Time responses of the attitude in Part 2 for different ϑ.
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Figure 13. Time responses of the rotation velocity in Part 2 for different ϑ.
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Figure 14. The control torque in Part 2 for different ϑ.
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Figure 15. The attitude in Part 3: (a) noisy measurement, (b) high-frequency disturbance.
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Figure 16. The attitude in Part 3 in steady state: (a) noisy measurement, (b) high-frequency distur-
bance.
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Figure 17. The rotation velocity in Part 3: (a) noisy measurement, (b) high-frequency disturbance.
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Figure 18. The rotation velocity in Part 3 in steady state: (a) noisy measurement, (b) high-frequency
disturbance.
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Figure 19. The control torque in Part 3: (a) noisy measurement, (b) high-frequency disturbance.

6. Conclusions

The problem of adaptive fixed-time attitude control with prescribed performance for
rigid spacecraft subject to uncertainty and disturbance is studied in the present work. An
important advantage of the proposed control scheme is that the smallest upper bound of
the convergence time of the closed-loop attitude system is determined via an independent
parameter which explicitly appears in the controller. Further, based on the concept of
the funnel control for nonlinear systems, a time-varying gain is introduced to handle the
constraints imposed on the spacecraft attitude. Thus, the controller structure is relatively
simple since it contains no complicated terms to constrain the attitude variable. Moreover,
it is confirmed that the system trajectories converge to arbitrary small region around the
origin in a fixed time. Several simulations are conducted so as to support the presented
theoretical results.
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