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Abstract

:

Explainable artificial intelligence (XAI) is a group of techniques and evaluations that allows users to understand artificial intelligence knowledge and increase the reliability of the results produced using artificial intelligence. XAI can assist actuaries in achieving better estimations and decisions. This study reviews the current literature to summarize XAI in common actuarial problems. We proposed a research process based on understanding the type of AI used in actuarial practice in the financial industry and insurance pricing and then researched XAI implementation. This study systematically reviews the literature on the need for implementation options and the current use of explanatory artificial intelligence (XAI) techniques for actuarial problems. The study begins with a contextual introduction outlining the use of artificial intelligence techniques and their potential limitations, followed by the definition of the search equations used in the research process, the analysis of the results, and the identification of the main potential fields for exploitation in actuarial problems, as well as pointers for potential future work in this area.
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1. Introduction


Data science has been developing over the last century due to improvements in processing capacity (hardware) and the general interest from different industries in accelerating the exploitation of the potential of the tools developed to benefit their processes.



Notably, in the last 20 years, we have seen a growing volume of research being applied to industries susceptible to data, such as the financial industry, where the knowledge that can be extracted from the combination of machine learning techniques at different stages of the process, such as product generation, marketing, customer attraction and retention, asset management, technical liability management, and, in general, joint risk management. This represents unimaginable potential for the industry.



Actuarial science focuses on solving problems related to risk management and their economic quantification, especially complex financial problems. It generally seeks to understand, measure, and manage current risk sharing and potential future sharing scenarios, considering their potential impact on the development of the analysis environment. Specific risks are commonly modeled, such as credit risk (default), market risk (price variation and reference rates), technical life risks (death or survival), morbidity risk (disability and health), non-life risks (automobile, home, casualty, etc.), among other more specific risks, and their potential economic impact.



This means that modeling will always be very challenging in terms of the efficiency and pertinence of the predictions, with limitations related to information availability, regulatory restrictions, and the need for transparency in a highly regulated sector due to the capture of public resources and the systemic risk industry for the economy, which emphasizes the need to make informed and transparent decisions for clients and investors in a simple and clear manner. Within this framework of potential, professions such as the actuarial profession have been focusing on taking advantage of these sophisticated models to develop their primary function, which, regardless of the sector in which they operate, is the informed, timely, and adequate management of risks.



However, the processes of information generation through the use of data science techniques have also led to general difficulties within the implementation processes in productive sectors due to some generalized limitations [1]:




	
Models with results that are difficult to explain and interpret;



	
Complex models like machine-learning techniques make it difficult to extract general patterns or rules and generate models that are difficult to handle and replicate;



	
In many cases, models that are impossible to replicate with accurate results hinder the audit and review processes, which are essential in industries regulated by the collection of public funds, such as banking and insurance;



	
The generation of biases not allowed by law, such as positive or negative discrimination in pricing or surcharges, which are not permitted in some jurisdictions;



	
Communicating the processes, groupings, and rules generated using the models to a non-technically experienced public is difficult, preventing their implementation due to the lack of a guarantee that decision makers will understand.








All these limitations are targeted via the processes and methods developed to understand artificial intelligence (XAI) models [2]. These techniques, which are increasingly becoming part of the model governance process, allow us to understand the relationships established by the models and thus address the explainability processes for decision making, auditing algorithms and models at a lower cost, understanding and reducing complex models, and feature selection, among others. Given all these potential advantages, we believe that XAI [3] can be a valuable approach to managing the implementation of this model in business practice and, therefore, in the day-to-day life of actuaries beyond the academic approach with which machine-learning techniques have been used so far.



A systematic literature review (SLR) has been carried out to cover the advances in the applications of XAI in actuarial science in recent years, the main sectors of application, and the advances in the processes of its incorporation in decision making. In conclusion, great practical potential is identified in the use of XAI techniques in different processes, including its current use, such as the strengthening of model governance, the simplification or selection of characteristics, facilitating the implementation of black-box models by allowing an understanding of the established relationships and the interpretation of the results and also offering tools for the development of audit processes to IA models, accompanied by challenges in its implementation, such as the lack of knowledge of the techniques that complement the key processes for estimation, computational capacity, regulatory issues, and generalization in the use of these techniques.



The rest of the study is structured as follows: Section 2 presents the background on AI and its challenges in applications in actuarial problems, as well as the definition of XAI, in the form of a related literature review; Section 3 describes the research method followed to perform the SLR, including the search equations and how we have classified the different papers selected; Section 4 presents the results of the SLR; Section 5 indicates the main identified contributions to specific actuarial problems; Section 6 explains the threats to the validity of these methods and presents the discussion; and Section 7 describes the main conclusions and future work.




2. Related Research


AI can be helpful in risk modeling, mortality forecasting, claim calculation, and other actuary-related topics [4]. However, these models often encounter specific difficulties regarding the transparency and interpretation of the results; some involve the so-called black boxes, which do not allow a clear understanding of the relationships established and the replication and auditing processes. In AI, there are techniques categorized as explainable machine learning (XAI), which can help actuaries understand how to make decisions and forecasts and fully communicate results from their sources. This can be especially useful when making vital decisions based on the model’s results, which is why this article has been developed as a contextual approach to the tools that can enhance efficient solutions to the risk management challenges that an actuary faces.



Before the systematic review in this document was undertaken, some works that served as a general framework to understand the methods [5] and their taxonomy [6] were identified. Another group of more specific research works refers to the applications of artificial intelligence (AI) for actuaries and their work sectors and, therefore, the need to use XAI techniques. In the banking domain, a systematic literature review is presented in this review [7], which identifies three key themes in AI applications in the banking sector: strategies, processes, and customers. It seeks to propose an AI banking services framework that bridges the gap between academic research and industry knowledge to formulate strategic decisions regarding the utilization and optimization of the value of artificial intelligence technologies in the banking sector. Moving into the specific area of an actuary, the work presented in [8] shows how actuarial science can adapt and evolve to incorporate AI techniques and methodologies in the coming years. Part 1 of this article includes benchmark AI techniques and deep learning, as well as potential applications, including examples of mortality modeling, claims reserves, non-life-insurance pricing, and telematics. Furthermore, another critical contribution to the literature is shown in [9]. This report presents a framework for actuaries by highlighting a literature review of how AI can be used in different lines of actuarial work and its impact on the profession.



On the other hand, although they do not entirely cover the focus of an actuary’s work, some reviews develop reference approaches such as a SLR in a specific area of actuarial work. For example, the work presented in [10] analyzes the different applications of AI in the insurance industry, identifying and classifying them according to their levels of explainability and contributions at the different stages of the insurance cycle. In this sense, it identifies how XAI methods predominate in the claim, underwriting, and pricing stages, contributing to the simplification of models and extracting relationships or rules to understand the established relationships. Furthermore, the SLR presented in [11] is an overview of the current state of the art of XAI applications in the financial sector, classifying them by their explicability objective and thus extracting the main methods employed.



Although these publications generally cover XAI alternatives for specific problems in actuarial science, if we also consider publications from recent years, then there is a practical approach whereby the reliability of the sources is considered throughout an organization in terms of the classification of the results and their application to different lines of work within actuarial science; this approach is proposed in this article.



In systematic reviews of XAI applied to other industries, we can find diverse application approaches, such as XAI methods and evaluation metrics related to different application domains and tasks focused on AI/ML applications and deep learning, concluding that more attention is required to generate explanations for general users in sensitive domains such as finance and the judicial system [12,13]. For example, the work [14] provides an overview of the trends in XAI and answers the question of accuracy versus explainability, considering the extent of human involvement and explanation assessment. Finally, one promising XAI method, XAIR, is presented in [15], and the study presented in [16] reviews the possibilities and potential of XAI applications by referring to publications of its applications in medicine between 2018 and 2022.




3. Planning of the SLR


Our SLR considered two steps: machine-learning applications and the explainability of machine-learning techniques. This section sets out the research questions guiding the search, the search strings used, the exclusion and inclusion criteria chosen to select the publications, and the process of selecting them, including an explanation of how the inclusion and exclusion criteria were applied.



3.1. Research Questions


The general questions posed to achieve our objectives were based on determining the type of machine-learning techniques used in insurance pricing problems, the need to explain the established relationships, and what type of explainability techniques have been implemented for pricing or actuarial problems.



The main question for the ML search was as follows:




	
Q1.1. What are the machine-learning techniques used in insurance pricing?








Then, seeking to segment the analysis considering the primary nature of insurance risk, the questions we posed were as follows:




	
Q1.2. Which technique would be most appropriate for modeling general insurance risks?



	
Q1.3. Which techniques would be most suitable for modeling life insurance risks?








This question aims to identify techniques and compare the results in the main lines of business.



Once the application of difficult-to-trace techniques or the understanding of techniques has been identified, the second main search equation is proposed:




	
Q2.1. What are the most common techniques for performing the explainability of machine-learning models in the financial sector?








This question refers broadly to applications in the financial sector. To specify the original problem raised, the complementary equations are defined:




	
Q2.2. What are the most common techniques that allow the explicability of machine-learning models in actuarial problems?



	
Q2.3. What are the most common techniques to explain machine-learning models in issues in the insurance sector?








This question seeks to broaden the identification of the XAI techniques that are potentially applicable to ML models in insurance pricing.




3.2. Search String


According to the two general research questions, the most appropriate keywords were “machine learning insurance” and “explainable artificial intelligence”.



The search strings were formed on these bases by concatenating the main keywords and other relevant words related to the specific questions, such as machine-learning insurance AND “non-life”, “XAI techniques”, AND insurance. The quotation marks are included so that the search contains exactly those expressions.



The determination of the equations (see Table 1) is the product of different tests, where the need to specify expressions such as non-life with “−” and quotation marks was verified.



Additionally, searching XAI techniques using the acronym contributed as much as searching the complete expression. It is worth mentioning that the equations were not applied using the OR expression for a generalized search but were considered in independent searches to facilitate traceability in the result groups.



In addition, the search strings were applied in the arXiv platform to show the contrast in results with the most recently published works; this meant that some characteristics of the equations were validated to be adapted to each website, identifying non-empty searches on each website for each equation in different iterations, which led to the definition of the specific questions, especially in the case of XAI, and to changes in the structure of some equations, such as the use of “-” in “non-life”. As additional considerations in the searches, the following were included in arXiv: the search was performed twice, searching first in the Quantitative Finance category and then in Computer Science, and the search equation had to appear in the title or abstract of review articles or research articles for them to initially be considered. On the other hand, different filters were applied to refine the searches on each platform, as detailed below.




3.3. Inclusion/Exclusion Criteria


The stated inclusion criteria were as follows:




	-

	
The publication was either a journal paper, conference paper, review article, or research article;




	-

	
The publication dealt with ML or XAI topics in finance, insurance, or actuarial context applications;




	-

	
It was published or updated between 2019 and 2023.









The exclusion criteria were as follows:




	-

	
The abstract content was related to the search equation applied to finance;




	-

	
Results whose content was unrelated to the application environment were excluded from the specific equations.










3.4. Study Classification


Once the search string and criteria were available, the selection process is shown in Figure 1: the abstract, a quick reading of the papers, and, finally, a detailed reading of the candidate papers. As shown in Figure 1, the search chain returned 510 documents, for which the abstract, title, and keywords were assessed by applying the inclusion and exclusion criteria. After the first step, 210 papers were left; papers were removed because they did not address the challenges of machine learning or the target XAI applications. After an overall reading, mainly focused on the conclusions, 110 published papers remained. Finally, we carried out a closer reading of every publication in a third iteration, in which we eliminated all the papers that did not specifically deal with every research string. Figure 1 and Figure 2 show the principal results, including 44 publications.





4. Results and Findings


Numerous publications have been found regarding machine-learning applications for pricing, with the number growing in recent years. We did not find a correct distinction between life and non-life using the two search engines. However, in the selection process, more applications were identified for non-life—health than life; a significant bias was the challenge to health risk management in times of COVID-19 and the manner of classifying this type of insurance.



From the range of publications found (see Table 2), the final filter yielded 82 articles, concentrated on the first two questions and the first XAI question, with the distribution presented in Table 3.



Additionally, the distribution of the qualification of the reviews where these articles were published was reviewed (see Table 4), finding a majority concentration (42%) of ungraded publications, many of these being conferences or documents in qualification processes, followed by Q1 journals (35%) and Q2 (22%), with more than half of the publications being in highly rated journals. This result, together with the initial volume of publications, reflects the relevance of this topic within the industry and academia.



Q1.1: Problems related to rate balancing, classification for group rate generation, and prediction are faced. The central axis includes the following models: GLM [17], adaptive [18], adaptive Gaussian models [18], logistic regression [19], auto-encoder LSTM [20], neural networks [21], boosting [22], SMuRF [19], TabNet DL [23], XGBoost [22], as well as the implementation of protocols such as the sum-product network (SPN) [24] or the development of processes for data pre-processing.



Q1.2: Regarding the pricing of non-life products, the problems focus on model simplification through feature selection, data cleaning, and the extraction of outliers, along with techniques to improve prediction capacity, such as RNN and SHAP [25,26], isotonic recalibration [27], tree-based ensemble [28], Hierarchical Risk-factors Adaptive Top-down (PHiRAT) [29], logistic regression, decision tree, random forest, XGBoost, feed-forward network [30], transaction models for in life IBNR, inconclusive [31], integration of graphic themes [32], and extreme event estimation [33]. Moreover, currently, more efficient prediction models have been developed with techniques such as extreme gradient boosting or XGBoost [34], Bayesian CART models [35], boosting [36], and deep neural networks [36,37,38], among others.



Q1.3: There is not a significant number of publications on machine-learning application models in the final selection, mainly because, despite initially being the category with the most significant number of searches, they presented studies related to treating or diagnosing diseases and not specifically related to life insurance pricing. Regarding the articles reviewed, multi-modal models of the GLM type or Bayesian networks are applied to the prediction of longevity risks [39,40,41,42].



Q2.1: The applications refer to the need to guarantee transparency, equity, and accountability. On the one hand, it is essential to emphasize the relevance of transparent regulatory frameworks for artificial intelligence, differentiating between the explicability requirements of AI models themselves and the broader explicability obligations of AI systems under existing laws and regulations [43]. On the other hand, there are some challenges to address: for example, the definition of appropriate assessment methods for the banking sector, especially for fraud detection [34,35], and the interpretation of complex models like deep learning for various applications, including equity analysis and financial distress prediction [44,45,46,47,48]. Other challenges include reducing biases in research judgments [40] and emphasizing the role of cybersecurity in maintaining the integrity of AI systems [49].



Q2.2: Only three reference articles were obtained using Question 2.2, so its analysis is grouped with Question 2.3 as a related topic. In general, results are obtained with techniques [50,51,52] and frameworks of predictive processes with the best capacity explained using XAI techniques [53,54], auditing processes [55], classification problems [56], applications to the non-life automobile business [57], and a relevant spotlight on health risk assessment [58,59].



In Table 5, we wanted to show how 80% of the publications found in this question have been published in Q1 journals and have an average level of citations above 50, with an average H-index value for the primary author close to 15. The above reflects the boom of formal research developed on this topic for the sector. Although we do not have many specific publications, the related ones present a significant scientific endorsement. Finally, some establish the limitations related to the XAI technique selection and comparison process [60] or [61]. From the general search, three principal axes of XAI systems can be established, as shown in Figure 3.



Within the three axes presented, a group of techniques is identified (see Table 6) within the review, which, according to their nature, are applied to different problems or stages in the actuarial modeling process.




5. Contributions of XAI in the Actuarial Context


Four key areas of machine-learning applications were found with greater intensity in non-life and health risks. They are presented in the order of the intensity of use of these techniques and the limitations identified in the business use of this type of technique:




	
Marketing, product design, and commercialization: They are commonly used since there are no specific regulations regarding the use of AI in these processes. However, explaining them to management and decision makers’ understanding of the intuition of the results may limit the business use of this type of technique. XAI applications would complement the processes of understanding relationships, strengthening process development [2], and translating results into a common language [44];



	
Risk management (ALM, credit, liquidity, cybersecurity, etc.): Comprehensive risk management involves the development of complex models, which make it possible to identify trade-offs or objectives through the interaction of many variables, which makes AI techniques very useful for risk identification, prediction, management, and decision making. However, these techniques will have hardware limitations related to the processing capacity of large volumes of information and transformation through algorithms; many of these processes require the assurance of internal and external auditing processes, as well as supervisory approval; decision makers must understand what happens within the models, the risks around the implementation and interpretation of results, including the incorporation of prescriptive models. XAI techniques would facilitate audit processes as an alternative to model replication [63] for the management of specific risks, such as cybersecurity or fraud, and interpreting established relationships;



	
Prediction for pricing technical risks considering internal and external surcharges: This is one of the aspects where combining AI techniques would be most helpful, from data processing and cleaning, including risk and expense classification and prediction models. However, this application has extensive regulations, including requirements to not discriminate based on gender or health [21], such as the law of oncological oblivion, compliance with transparency in risk modeling, and the auditability and traceability of these processes, even without the consideration of the limitations of processing capacity and speed, which is a necessity within the efficiency of model governance. XAI techniques allow model debugging—which aims to reduce the number of variables irrelevant to the algorithms [19] and auditing processes—and the traceability, understanding, and general strengthening of model governance;



	
Prediction for reserving (pure prospective technical risk): This raises the same potentialities and difficulties as the pricing processes; however, the regulations are much stricter for this process, in addition to there being a multiplicity of reports and requirements or measurement conditions that work simultaneously (Solvency II, IFRS 17, local GAP) and complexify the financial reporting processes for the companies. This is compounded by the need to analyze variations and justify the variation in the results for the best estimate liabilities (BELs) that must accompany the different accounting and financial reports.








In addition to the already-mentioned advantages of implementing XAI techniques, their application to reserve processes would facilitate our understanding of the origins of the variation in the results from models of different types, but with the same purpose, which is required to contrast the different regulatory reports. It would also facilitate the identification of key variables in BEL processes and the generation of impacts due to relevant stresses. Finally, it gives rise to the generation of regulations that include the use of AI techniques in this type of process and guidelines or standards for regulators for the development of norms [43] and supervisory standards, allowing the use of more robust and comprehensive, and potentially better, predictive models.




6. Threats to Validity and Limitations


Although these types of publications are very useful for understanding the context and level of work related to a specific topic, it is essential to highlight some possible limitations of the present publication.



On the one hand, there could be a potential publication bias. As noted, most of the publications found do not stand out as belonging to qualified journals; some even belong to sponsored publications with commercial objectives. This may lead to an overestimation of the actual effects and affect the validity of the review.



On the other hand, if the studies included do not adequately represent the target population, this may limit the generalizability of the results. The search was not exhaustive; it only included publications from the last few years and two article search engines. It was not performed in an actuarial niche with a more academic approach, but it was considered the best approach for addressing this topic.



Regarding general limitations that we have identified, there are several related to the regulatory requirements in the financial and insurance sector, where even models with good prediction or classification capacity cannot be used due to the nature of the variables and the potential relationships between discriminatory variables, among other factors. Another limitation may be related to the computational requirements, both in terms of processing capacity and time, and, finally, the implementation of these methods in the industry beyond scientific practice that, given the previous limitations, generates resistance against commercial use.




7. Conclusions and Future Challenges


Publications related to machine learning and XAI techniques have grown significantly in recent years, becoming a trending topic in research in the financial sector. XAI has proven to be a valuable tool in this sector by providing clear explanations of how decisions are made and offering enhanced transparency and reliability, which are essential in increasing the confidence of users and regulators regarding the use of AI in estimation and modeling processes in the financial sector.



XAI techniques are also presented as tools for improving risk management, helping institutions better understand and mitigate the risks associated with implementing machine learning models. This understanding is fundamental in several fields: fraud detection, investment portfolio management, insurance pricing, and reserving. In general, the applications are mainly focused on overcoming problems around prediction capacity, data preparation, and classification, where they are complemented, either in the analysis or in the model review processes, using XAI techniques.



XAI is playing a growing and crucial role in the financial sector by improving artificial intelligence systems’ transparency, reliability, and efficiency. However, it is critical to address ethical, privacy, and regulatory challenges while continuing to advance its development and applications in the financial industry.



There is an uncertainty that has not yet been addressed regarding the challenge posed by using and comparing XAI techniques. However, they are considered a relevant part of model governance and review processes. They are also identified as an alternative to consider from the point of view of audit and regulation processes due to the growing need to accept and regulate the use of AI and ML in the financial sector.



This study presents interesting results regarding the potential applications of XAI in actuarial problems and demonstrates that, in the future, it would be pertinent to continue researching and developing more advanced and accurate XAI models for the financial sector. Then, the development of techniques that facilitate a more transparent and detailed explanation of decisions made using machine learning models is implied, along with protocols for selecting and comparing these techniques.



Another relevant challenge pertains to creating robust ethical frameworks and implementing safeguards to protect sensitive customer data, which is directly linked with adapting regulations and compliance standards in the financial sector. Such an endeavor necessitates integrating these techniques into monitoring and auditing processes while ensuring that XAI systems comply with regulatory requirements and align with best practices in security.
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Figure 1. General selection process. 
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Figure 2. Selection process in arXiv. 






Figure 2. Selection process in arXiv.



[image: Mathematics 12 00635 g002]







[image: Mathematics 12 00635 g003] 





Figure 3. XAI axes. 
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	ID Question
	Equation





	Q1
	Machine learning



	 Q1.1
	Machine learning insurance pricing



	 Q1.2
	Machine learning AND “non-life insurance” pricing



	 Q1.3
	Machine learning AND “life insurance pricing”



	Q2
	XAI techniques



	 Q2.1
	“eXplainable Artificial Intelligence” AND financial models



	 Q2.2
	“eXplainable Artificial Intelligence” AND actuarial models



	 Q2.3
	“XAI techniques” AND insurance










 





Table 2. Research by question—initial selection of articles.
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	ID Question
	ArXiv
	Science Direct





	Q1.1
	476
	3.112



	Q1.2
	94
	1.517



	Q1.3
	256
	1.870



	Q2.1
	13
	259



	Q2.2
	0
	7



	Q2.3
	3
	18



	Total
	842
	6.783










 





Table 3. Research by question—final selection of articles.
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	ID Question
	Selected Articles





	Q1.1
	22



	Q1.2
	25



	Q1.3
	4



	Q2.1
	18



	Q2.2
	3



	Q2.3
	10



	Total
	82










 





Table 4. Distribution of publication types by journal quality.
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	Journal Quality
	Participation





	Q1
	35.1%



	Q2
	22.1%



	Q3
	0.0%



	Q4
	1.3%



	Na
	41.6%
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Reference

	
Paper

	
Journal




	
Principal Author

H-Index

	
Citations

	
H-Index

	
SJR

	
Quantile






	
[52]

	
6

	
4119

	
136

	
4.15

	
Q1




	
[60]

	
22

	
145

	
226

	
2.46

	
Q1




	
[51]

	
8

	
60

	
114

	
2.1

	
Q1




	
[61]

	
37

	
0

	
210

	
2.28

	
Q1




	
[59]

	
38

	
268

	
136

	
4.15

	
Q1




	
[53]

	
2

	
0

	
171

	
1.76

	
Q1




	
[55]

	
1

	
23

	
60

	
1.15

	
Q1




	
[62]

	
18

	
69

	
136

	
4.15

	
Q1
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Techniques

	
Interpretability

	
Destiny

	
Origin




	
Intrinsic

	
Post Hoc

	
Global

	
Local

	
Specific

	
Agnostic






	
Counterfactual explanations

	

	
X

	

	
X

	

	
X




	
Decision trees

	
X

	

	
X

	

	
X

	




	
Feature