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Abstract: This paper considers the existence and asymptotic behavior of solutions to the angiogenesis
system p; = Ap — pV - (pVw) + Ap(1 — p), wy = —ypwP in a bounded smooth domain Q C
RN(N = 1,2), where p,A,y > 0 and B > 1. More precisely, it is shown that the corresponding
solution (p, w) converges to (1,0) with an explicit exponential rate if = 1, and polynomial rate if
B > 1ast — oo, respectively, in L*-norm.
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1. Introduction

As a physiological process, angiogenesis involves the formation of a new capillary network
sprouting from a pre-existing vascular network. It has been recognized that the capillary growth
through angiogenesis leads to vascularization of tumor, providing it with its own blood supply. During
this process, the endothelial cells are induced by the fibronectin, which are bounded in Extracellular
Matrix (ECM) and gathered under the effect of fibronection to form new vessels. In [1], Anderson et al.
proposed a reaction—diffusion model to describe those procedures. In [2], Stevens and Othmer
developed the so-called reinforced random walk to gain the understanding of the mechanism that
causes the aggregation of myxobacteria. By the methodology established in [2], Levine et al. [3,4]
derived models of the angiogenesis based on analysis of the relevant biochemical processes. We refer
to [5,6] for the related research.

In this paper, we are concerned with the initial-boundary problem

pt=Ap —pV - (px(w)Vw) + f(p,w), xeOt>0,
wy = —’ypw/g, xe O, t>0,
ap Jw __ (1)
% — Py =0, x €090,t >0,
u(x,0) = up(x), w(x,0) = wp(x), x € 90, t > 0.

Here QO C RN(N = 1,2) is a bounded domain with smooth boundary d9Q and v is unit outward
normal vector. p denotes the density of endothelial cells and w represents the density of concentration
of chemical substance such as fibronectin; p and <y are positive constant; g > 1. f (p,w) denotes
proliferation of endothelial cells; and x(w) is called chemosensitivity. In addition to random motion,
endothelial cells have haptotaxis migration, which responds to the gradient of attractant such as the
fibronectin that is non-diffusible in the extracellular matrix.

Mathematical models with haptotaxis have attracted lots of attention [7-12]. For example,
Corrias et al. [7] considered the system in Equation (1) with f = 0 and B = 1 in the bounded
domain and whole space, respectively. In fact, they proved that there exists a global-in-time
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L'-bounded weak solution when the domain is bounded and the sensitivity function x(w) > 0,
inf wy' (w)
w>0 X (w)
zero in LP(Q)) (p < o0) in strong topology. For the unbounded domain and the initial data satisfying
polog(1 + |x|N*1) € LY(RN), they obtained the existence of weak solution and the self-similar
solutions thereof. Furthermore, they extended their previous result to the case of 3 > 1 in [8].

Guarguaglini et al. [9] considered the variant of Equation (1) with x(w) = 1143%' f =0, and w-equation

> —1. Moreover, the solution p converges to ‘1@ Jo po in L' (Q)) weakly and c¢ decays to

d
= —p(a+bw)w

in whole line. Under some suitable assumption, it is shown that the corresponding system admits a
global weak solution and local classic solution for sufficiently regular initial data. On the other hand,
Rascle [12] showed the local existence and uniqaueness of classic solutions of the system in Equation (1)
with boundary condition g—ﬁ = 0 instead of % — pp% = 0 where w(-,0) = wy > 0 is a positive
constant and particularly

[f(p,w)| < Lp|

with some L > 0 for all p > 0, w > 0. Litcanu and Morales-Rodrigo [10] studied the system with
x(w) = 1, and standard logistic growing source. Indeed, they proved the system in Equation (1)
admits a globally L*-bounded classic solution which converges to a constant with polynomial rate
when 8 > 1 and exponential rate if 8 = 1 in L2-norm, respectively, when the initial data have a positive
lower bound.

It is noted that modeling approaches indicate that, in situations of significantly heterogeneous
environment, adequate macroscopic limits of random walk rather lead to certain non-Fickian diffusion
operator. We refer to [13,14] for the fractional diffusion and refer to [15,16] for the nonlinear diffusion.
It is should be mentioned that Winkler [17] considered the related haptotaxis system of Equation (1),
which describes the glioma spread in heterogeneous tissue, and proved the system has global weak
solution with few initial data and the solution component p stabilizes towards a state involving infinite
densities and other component w tends to zero. Finally, we would like mention some papers [18,19]
where w satisfies

a w=g(p,w)
dt - g p’ °
and assumptions on g are much more restricted.

Our aim is to consider the system in Equation (1) with x(w) = 1 and a standard logistic growing
source, namely

pr=Ap —pV - (pVw)+ Ap(1—p), xeO,t>0,
wy = —’ypwﬁ, xe O, t>0,
op ow _ 2)
W_ppw_(:), xeaQ,t>0,
p(x,0) = po(x), w(x,0) = wp(x) x €00, t>0.
We assume the initial data satisfy
where(po, wp) € C>t*(Q)?%is nonnegative for some a € (0,1) with pg Z 0. 3)
% — popa(% = Oon 0Q).

The main result can be stated as follows:

Theorem 1. Let vy A, p be positive parameter and > 1. Then the problem in Equations (2) and (3) admits a
globally L*®-bounded positive classic solution which satisfies

tim [[p(, ) = 1ll(c) + [0, D)l () = 0. @)
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Moreover,
(1) If B =1, then for any € € (0,min{Aq,1,7,A}), there exists C(€) > 0 such that:

1p( ) = Lllpe(y < Cle)e™ (mintArtaAt=el, ©)

llw(-,#)]| () < Cle)e 1179, ©6)

where A1 is the first nonzero eigenvalue of —A in Q) with the homogeneous Neumann boundary condition.
(2)If B > 1, then for any € € (0, 1), there exist a constant C > 0 and t¢ such that

1

Ilp( 1) = 1= () < C(e) (fy(ﬁ —1)(1—e)(t—te) + ||w0||1L;l(30)) h @
(- Dl () < C (Y(B =11 = e)(t — te) + [[woll}fe) ) - ®)

forallt > tc.

Remark 1. The system under consideration is very similar to the problem in [10]. However, we remove the
condition that the initial data must have a positive lower bound to reach the L*-convergence of solution.

The crucial idea towards to the proof of Theorem 1 in our approach is to derive a bound for
Ja i ftHT [ V%" |? from the bound of ftHT Joq*" (m=1,2---) with some constant T < 1 and

the inequality
d WP|2 2
- < _ et
th(p,w) < /Q ) C/Qp|Vw| )
with 0
F(p, :7/ *ﬂVZ/ logp —1). 10
(pw) = 5 [ w IVl + [ plogp—1) (10)

for some C > 0. Furthermore, with the help of estimate of § = pe™#* and Gagliardo—Nirenberg
interpolation theorem, we can show the component p(x,t) converges to 1in L*(Q)) as t — co with
exponential rate if = 1 and polynomial rate in L**-norm if 8 > 1, respectively. This paper is organized
as follows. In Section 2, we prove the system exists a globally L*-bounded classic solution for any
B > 1 by the iterated method. In Section 3, we show the solution converge to stationary solution in
L®-norm when N = 2 and establish the explicit decay rate of solution in case of $ > 1and 8 = 1,
respectively. In Section 4, we prove the same result in one-dimensional setting.

2. Global Boundedness of Solution

2.1. Local Existence

In this section, we state the local existence and uniqueness of solution to problem in Equations (2)
and (3).

Lemma 1. ([20]) Let Q C RN be a smooth bounded domain. If the initial data satisfy Equation (3), then
there exists Tmax < oo such that the problem in Equations (2) and (3) admits a unique positive classic solution
(p,w) € (CPH*1H2 (Q x [0, Tmax]))? witha =1 — N2 and s > N + 2. Moreover,

Lim sup [[p(-, £)[lw1s(q) = +o0
l'fTrnax < Hoo.

Proof. We refer to Theorems 2.1 and 2.2 of [20] for the details of proof thereof. [J
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2.2. Global Existence

This section is devoted to the global existence of classic solution to problem in Equations (2)
and (3). To this end, we derive some prior estimates of (p, w) and henceforth fix T = min{1, % }.

Lemma 2. ([20]) For all t < Tmax

og/ngcl ::max{/ﬂpo,|ﬂ|} (11)
t+1 1
/ /ngc2 = Ci(5 + Dforall t € (0, Trnax — 7). (12)
T
|// (1—p \<—forallt€(0 Tonax)- (13)

Lemma 3. We have following estimates
(-, )] < [lwol[~ () (14)
forall t < Trax.

Proof. By solving w-equation in Equation (2), we obtain

1
w(x, ( — 1)y / s)ds + w >1ﬁ :
Therefore, the positivity of p implies that
[w(x, t)| < [|wol|r=(q)
O
Lemma 4. Forany t < Tax and n € (1,00), there exists constant C(n, ) > 0 such that
pCs )]y < C. (15)
Proof. Let g = e #“p. Then, p = ge’™, which satisfies
gie?? = div(eP¥Vyq) + Ae?Pq(1 — e™q) — p'yqzezf’wwﬁ.
It is observed that
LE@e) = g (div(eVg) + A1 — o) — 0y VwP) + oy e
= i) + A (- ) + T (g )

with n > 2. Integrating the above equality over () yields

d [ .
adl 0w 2/V22<k/ n k—/\/ n+1
dt/nqur (Ve <k | g+ —A) | 4

where ko = ko(A, o, B, [|wol =), k1 = k1 (1, 0,7, B, [|wo 1= (qr) ). We set z = g7 and then

d
—/ zzepw—i-Z/ |Vz|? < nko/ zz+n(k1—A)/ 22, (16)
dt Jo Q 0 o)
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Without loss of generality, we assume z > 1 and apply the Gagliardo—-Nirenberg inequality and
Cauchy inequality yields

2+% < C 1+%
L7 < CldlmllIl,s
1+
< Cllllmallzllag,
C
< €||Z||%—[1(Q)+E||Z||%Z(Q)+1'

Hence, Equation (16) can be rewritten as:
a [ e+ 2=y = 2)e) [ V2P
dt Jo
< (nk ky—A 2 <k1 AC 17
< (nko + n(ky — A)e)llzl By + Dz 4, a7

We take € small enough such that (2 — n(k; — A)e) > 1 to obtain that

& [ e+ [ 1922 < erllelfagg + callzlifg + €
where ¢; = nky +n(ky —A)eand c; = M Now, we define y,, = fQ qzmepw and z,; = q2m. Then,
we have
d 2
v+ [ 19201 < b(Bym +C, (18)
where

b(t) = —|—c2/sz.

To complete the proof of this lemma, it suffices to show that

o pw [T 2m-12
/Qq o +/t /Q|Vq 2 < C(m) (19)

is valid for any integer m > 1. We mention here the constant C is different from that in Equation (17).
In the following, we use induction to prove Equation (19).

For m = 1 and any given t > T, we can find some ty € [t — T, ] such that y; (ty) = 71(1 + 1) if
t > tand tp = 0if t < 7. By solving Equation (18), we have

ot t
yi(t) < yl(fo)ej'oh(s)ds + 63/ el b@rgs < ¢,
to

In the above inequality, the fact f ;. b(s)ds < C has been used. Now, we assume

_ t+T _
/quk 1ePW+/t /Q|Vq2k 2<ck-1) (20)

is valid for m = k — 1 > 1. Due to the Gagliardo-Nirenberg inequality,

121170y < call V2l 22 oy l12l T2y + esll2ll72(0

2
2k < / V 2k72 2/ 2k71+ </ zkl) . 21
/Qq <c | [Va© 17 ) &\ 1 (21)

which implies
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It follows that

t+T X
2 <C
IR
2k <E
IRAOEES

and thereby

for some ty € [t — T, t]. By the inequality

d k-1
vt [198 T <bom+C,

we have .
T _
[e s [ [1ve R < co. (22)
(@) t (@)

With the help of induction, one can see that Equation (19) is valid for all m > 1. The argument
above is still valid in one-dimension setting with some adaption. O

Lemma 5. There exists a constant C such that
I[p( )|y < C. (23)
forall t € (0, Tmax)-

Proof. Now, we define g = (q — k), where () denotes the positive part of function and O (t) =
{x € QO :q(x,t) > k}. Then, it is observed that

2pw 2 0w 3 2 2
Zdt/q /QIqule +C</qu+k/0qk+k/0qk>,

where the constant C = C(A, p, ||wol|p~(q), B). Here, we add the term [, g7 to both sides to get

d 2

a ow 2 o / 2 / 3 / 2, 12 / .

T /0‘71(‘3 +2/Q‘7k <=2 Vx| +C Q‘?k+c(k+1) qu+k L (24)
Then, the Gagliardo-Nirenberg inequality and Young inequality yield

CllaellFsiey < ClalFsay < N30 19kl [F150) < 3qull +C(e)llael 1

By using the Gagliardo-Nirenberg inequality again, we have:
Cle+1) [af < Cle+Dllalo ol il o
€
< 211l gy + ) e+ 12 laud [ oy

For the term [|qx|[11(qy), we apply the Holder inequality and Sobolev inequality to obtain

IN

Clk +1)?lgkl] (o) Ck+ 1)2|I1QkI|L4/3(Q)I|qk\ [14(0)

||qu 0y T Cle) (k+ 1)H O P2,

IN
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Due to one-dimension setting, we use the embedding W12 (Q) — L*(Q) to get same inequality
above. Therefore, Equation (24) can be rewritten as:

d
G Lt +2=e) [ g <(e=2) [ Vol + (k+ DiC(e) |02 5)

Now, we set
y(t) = /Q gef™. (26)

and choose € = 1. By following proof of Lemma 3.13 in [20], we get
Yy +y(t) < ClORP’s, 27)
where C is independent of k and t. We solve this inequality to get
y(t) < Cte™ |04 + y(0). (28)

We choose positive constant 7 which is sufficiently small and K large enough such that when
ko <j < k<K, |O>%*>1> 5. As a consequence, we have

0 5/4
y<t>s<c+y”>( sup |ok<t>|> . 29)
te

U [0, Timax)

From previous lemma, we know

5/4
||qk<~,t>||izm>scw)sc( sup |ok<t>|) .
t€[0,Tmax)

On the other hand, Q;(t) C Qy(t) if j > k > 1. Thus,
o OBy = [ a = =010 (1),

Therefore, we have

5/4
(j—k)?* sup IQj(t)<C< sup Qk(f)|>

te [O/Tmax) te [O;Tmax)
Let ¢(s) = sup |Qs(t)|; we rewrite the inequality as
t€[0,Tmax)
9(j) < C( =0 (@(k)*"*. (30)

Because ¢ is a non-negative and non-increasing function, Lemma B.1 in Appendix B of [21]
implies that there exist kg < oo such that ¢(kg) = 0. Therefore, gi, = 0. This completes the proof. [

Theorem 2. Let the initial data satisfy Equation (3). Then, there exists a unique globally L*°-bounded positive
classic solution to Equation (2) satisfying

(pw) € C2HIFE (@ x [0, +oo]),

forallt > 0.
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Proof. By the boundedness of p in L*((0, Tmax), L (Q)) and a bootstrap argument in [20], we can see
that Equation (2) indeed admits a globally classic solution from the proof of Lemma 4, which means
Tmax = 00. Moreover, since T = min{1, 1} = 1, there exists a constant such that ||p(-,t)|| o) <C
forallt > 0. O

2.3. Steady States

The positive steady states of Equation (2) can be defined by:

Ap — pdiv(pVw) +Ap(1 —p) =0,
—fypw/3 =0.

with boundary condition
op ow

v PPoy =
By the argument in [20], we have

Lemma 6. ([20]) The positive steady states has solution

(p,w) = (1,0) (31)

or
(p,w) = (0,@) (32)

where @ is any function in WS (Q)).

3. L*-Convergence of Solution in Two Dimensions

In this section, we discuss the asymptotic behavior of solution in the spatially two-dimension of
problem in Equations (2) and (3). First, we define the Lyapunov functional

F(p,w) == % /Q w P |Vw|? + /Q p(logp —1).
Lemma 7. The equality

4 _ M_@/ 1 2 / N
i) == [0 [ o plVol 4 [ p(1-p)logp

is valid for all p > 1.

Proof. The simple computation shows that

AP [ v Bvw?— —o [ V. ,%/ 1 2
dt27./0w [Vw|* = p./QVw Vp 2'Qw p|Vuw|

and ; | |2
__ [ IVpF Y. "
E/Qp(logp—l)— /Q . +p./QVw Vp+/\/0p(1 p)logp.

Combining above two equalities, we complete the proof. [
Then, we define

v .
G(p,w) = — Q|pp| - %/ﬂw 1p|Vw|2+A/QP(1—p) log p. (33)
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3.1. Asymptotic Behavior When § > 1

Lemma 8. There exists constant C > 0 such that

Vel ,
(p,w) 0 p A p|Vw| (34)

Proof. By solving the w-equation, we obtain
w(x,t) = woe 7 Jo p(s)wb1ds 5

and thus w ™! > ||wy |£01 () by the positivity of p. Now, combining the above inequalities with the fact
that s(1 —s)logs < 0 for all s > 0, we arrive at Equation (34). [

Lemma 9. There exists constant C > 0 such that

\v4 - w - Vw|? <C 36
sup [ IVet)]+ [ [ S [ pIVel < (36)

t>0

Proof. Lemmas 7 and 8 show that

d |VP|2 2
— LERAY 8 < 0.
th(p,w)—i—/Q ; +C/Qp\Vw\ <0 (37)

Then, integrating over time variable, we have

2 ot
Fpo) o)+ [ [ SR [ [ pIval < F ), @)

Since [, p(logp —1) > f0<p<e p(logp —1) > —|Q|(e~! +¢), we conclude that

t 2 t
B 2 |Vp| // 2
leolly iy 1V + [ L =0+ [0 plval <c, ©9)
which implies
sup [ V(] + [ sz+/+°°/ pIVal < C. (40)
>0 /O 0 Q p 0 Q -

O
Lemma 10. If the initial data satisfy Equation (3), then, for any r > 2,
tim [1p(,£) ~ pll1r() = 0. @)
Proof. We define k(t) = [ |p(,t) — p|* and
n) = [VpP+ [ pIVel+ [ pir-12+ [ (p- 9
()= J IVplE+ | pIVol + | plp =17+ | (1 —P)

By the proof in [20], it is easy to check that k(t) — 0, which implies tlim Ip(t) =Pl 12(0) = O.
—00
The Gagliardo-Nirenberg inequality indicates that

_2 2
Ip( ) =P(O)lLr ) < Cllp(, t)Ilivl,’é(Q) IPCo8) = PO 2 (42)

We can get Equation (41) immediately with Lemmas 4 and 9. O
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Lemma 11. If the initial data satisfy Equation (3), then, for any r > 2, we have

tim (-, )]0y = 0 (43)
and
lim [p(t) —1| =0. (44)

Proof. The proof of Equation (44) is the same as the one in [20] for Lemmas 5.10 and 5.11. We only
need to prove Equation (43). With the Poincaré-Wirtinger inequality, we can choose k € N such that

k+1 _ 2
/k 19(5) = B(5)|Pag oy s

IN

c [T TP ey

Vp(,s
< Csupllp( Bl (o / [ et
£>0
Then, Lemma 10 implies that
k+1 B ’ k+1
L 1pCs) =F@Pds = [ 11p() = B6) B2y = 5)
as t — co. Now, we define py = fk [lp(s) —p(s )|| Then Equation (45) indicates that py — 0in

L'(Q) as k — oo. Now, we choose subsequence (k;) w1thz € N such that py, — 0 for every x € O/Q
with Q C O, |Q| = 0as i — o0 and a constant k;, such that for all i > iy

1
B

where n(t) = max{k; + 1, [t]}. Because of Equation (44), we can pick some k;, > 0 such that for all
i2>1

Pr; <

ki+1
/k B(s)ds > 1/2. (46)
Then, for any x € 3/Q
’B%
1
[w(x,t)] =
1BV 5 pls)is + ) *
< ! .
—y(B =12 (S pCxs) = P(s)lds + TpC% [ B(s)as)
. F1
<

(8= Dy (U Ip(x,s) = plo)2ds) 12+ 10 57 7o) ds)>

where M = max{k;,,

ki, }. Now, we can conclude that
w(x,t) -0  inQ. 47)

as t — co. On the other hand, |w(x,t)| < [[wol| =) implies that tlim [[w(-, )[|1r@q) = 0 by the
— 00

dominated convergence theorem. [J

Then, we use the well-known LP-L7 estimates of heat semigroup and the Gagliardo-Nirenberg
inequality to show the L*-convergence of solution.
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Lemma 12. There exists a constant C such that

IVp( D)) = C (48)

Proof. We notice that g = pe™ P satisfies

d
1= Aq+Vw-Vg+ Aq(1l—e™q) + p'yqzepwwﬁ. (49)

Now, we define h(g,w) = Aq(1 — ef“q) + pyq?e’“wP. Applying variation-of-constant formula to
g-equation yields

g =eq(- —l—/ M (Vw - Vg + h(g,w)). (50)
Then, the well-known L?-L7 estimate of heat semigroup shows that
- f S30 (-
Vg Dl < Cle A”IW(J(',O)HH(Q)+/O (1+ (=) 1) M)V - V| 20 ds

+ [0+ =9 eI, w2 s
Then, the Holder inequality with the boundedness of w and p show that
4.l < G+ Ca [ (1 (= 5) e )| Vila s 61)
where C; and C; are independent of f. Then, Gronwall inequality yields
990, sy < Cei46- D9 < gty +1d), 62
where I represents the gamma function. [

Lemma 13. If the initial data satisfy Equation (3), then we have

tim [[p(-,£) = 1] () = 0 53)

Proof. The L?-convergence of p can be proved by the argument in Lemmas 5.9, 5.10, and 5.11 in [20].
Furthermore, the Gagliardo-Nirenberg inequality implies that

(o 8) = Uiy < CllpCo D ity PG 1) = 1)
Then, Equation (53) follows by the boundedness of p and Lemma 12. O

Now, we establish the explicit decay rate of p(x,t) — 1 and w(x, t) with respect to L®-norm.

Lemma 14. Forany e € (0,1), there exist t. and constant C(€) such that for all t > t,
! 15 \FT [ 2
| (r(B=1)(s —te) + ol 1fy)) T [ [VePds < Ce). (54)

Proof. The explicit expression of w(x, t) shows that

28
t - 1-p t -
Val? <2 ( | (B=1p(s)ds + |wo|im€m) (72 || 190 5) Pds 4 sup g 2ﬁ|Vwo|2}> .

xeQ)
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Then, we can choose positive € € (0,1) and f, such that
p(x,t) >1—¢€ (55)

for all x € Q) whenever t > t.. Now, we multiply the term (’y(ﬁ -1 —e)(t—te)+ Honi;fQ)) on
both side and integrate over the interval [t, t] to obtain

. 2
[ (=Dt + ol ) [ [Tl

-2
C t ol ~fe,
S A- o (p-1) /te (S‘“ YB-Di-e ) ®

which leads to Equation (54). O

Lemma 15. Forany e € (0,1), there exist constant C(e) > 0 and te > 0 such that

Ip(5) =2y < C(e) (Iwollp<fey +1(B-D(A =€)t —t)) ™" (56)
forallt > t..

Proof. We choose € € (0,1) and t¢ such that p(x,t) > 1 —¢€ for all x € R". By multiplying the
p-equation with p — 1 and integrating over (), we have

1d 2 1 2 2 2
- _ < _ _ _
2t =1 < =5 [1Vp+co [ [VaP-ra-e) [ (p-1)

Cp/Q|Vw|2—/\(1—e)/Q(p—1)2.

IN

Now, we choose tp = W (max {% - ||w0\|i;l(30),0}) + te. Then, forany t > t;

/t:;S (”w(’”i;fm +r(B=1)(1—e€)(s - te>>ﬁ%1 /Q(P —1)%ds,
= /tt (”wOHi;l(%o) +y(B-1)(1—€)(s— te))% <;t '/Q(p —1)2+2A(1—¢) /Q(p _ 1)2) s,

This implies that

(lwolly<foy + 7B DA =€)t —1))"" [ (p—1)

Q
ot N et
<26p [ (lwollfo +7(8-DA =) =) [ |VoP
s ey
+ (lwoll=fo) + 1B =)t —t))"" [ (p(-112) =12
which leads to Equation (56). O

Lemma 16. Forany e € (0,1), there exist constant C(€) and te such that for all t > te

1

Ip(-H) = sy < CC€) (lwollafy) +¥(B=1) A=)t —te) )7 (57)

forallt > t..
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Proof. By the Gagliardo-Nirenberg inequality in the two-dimensional setting, we can obtain
PG 8) = Uiy < CllpC Dl lpCo D) = 1155

The Gagliardo-Nirenberg inequality still has a similar form in the one-dimensional setting. Then,
Lemmas 5, 12, and 15 imply Equation (57). O

Lemma 17. Forany e € (0,1), there exist constant C > 0 and t such that
1
1— -8
[0 Dllwsiey < € (Y(B=1)A =€)t~ te) + l[woll;fo) ) " - (58)
forall t > t..

Proof. Now, we choose the same € in Lemma 14. Then, the explicit expression of w implies that
4
4 B N\ g 1)t — 1-p \TF
[ 1valt <c (Jwollifo)) (1B =1 —te) + lwolify) - (59)

Then, we obtain Equation (58). O

Collecting all the lemmas above, we infer that
Theorem 3. If the initial data satisfy Equation (3), then the solution satisfies
tim [[p(, ) = 1l=(c0) + [0 )] () = 0. (60)

Moreover, for some € € (0,1), there exists te > 0 such that for any t > t,

1pCH) = Uy < Ce) (llwolljaly) +7(B—=1)(E =)™ 7. (61)
and .
leo, ) lwaa < C (&) (Jlwoll il +7(B =Dt =) 7 . (62)

3.2. Asymptotic Behavior When B =1

By checking the proof of Lemmas 10 and 11, a similar result is also valid for § = 1 which can be
stated as follows

Theorem 4. If B =1, we have

lim [[p(-,£) = 1|[Lo() = 0 (63)
and
tim (-, 1)l ) = 0. (64)

At this position, we focus on the explicit decay rate of solutions.

Lemma 18. Forany e € (0,1), there exists C > 0 such that

/Q IVw|? < Ce2r(1-€)t, (65)
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Proof. It is observed that
t
Vol < 4[Vape 210 PO 1 492 fg P20 b1 [ 19p(s)L2 (66)
0

Now, Equation (63) implies that there exist € > 0 and ¢t such that p(x,t) > 1 — € whenever t > ¢,
for all x € Q). By integrating Equation (66) over (), we get

(1 o |Vp|?
Vw2 < ce—210-e)t / Va2 2 NI / / |Vp 67
[ Ivep < ce [ Va0l + ol oy sup POl [ [ (67)

which implies Equation (65). [
Lemma 19. Forany e € (0,min{1,v,A}), there exists C(€) > 0 such that
1P £) = 1|12 < Cle)e™ rinttmAI=O, (68)

Proof. We pick € > 0 such that p(x,t) > 1 — e for all x € Q) with t > t.. Hence, we multiply the
p-equation by (p — 1) and integrate the result over () to obtain

li _1\2 — _ 2 . _ _1)2
2at Jo PV = /Q|VP| +P/QPVW Vp /\/QP(P 1)

< —%/IVP|2+C4/Q|Vw|2_)‘(1_€)/o(”_1)2

for all t > t.. The Gronwall inequality shows that

. t
/Q(P(t) _ 1)2 < e—ZA(l—e)(t—ts) /Q(P(te) _ 1)2 + C4‘/0 e—2/\(1—e)(t—s) /Q |VZU|2,
< ezA(lfe)te/ (p(te) — 12~ 2M0=) | ¢, Cpe—2min{LyA(1-€)t
Q
< 5 (6)(1 + t)e—Zmin{l,'y,/\}(l—e)t‘

Then, we have

JRCORS:

IN

cs(e)(1+ t)EZ(min{l,'y,/\}—1)ete—2(min{1,fy,/\}_€)t,

IN

C(e)e2min{LyA}—o)t
which completes the proof. [
By checking the proof of Lemmas 13, 15 and 16, we can establish the following explicit decay rate.
Theorem 5. If the initial data satisfy Equation (3), for any € € (0, min{1,y, A}), we have
1P() =l < Cem(minttad) e (69)

and
w(, )| < Ce (1ot (70)
L=(Q)

forany € € (0, min{1,7,A}).



Mathematics 2020, 8, 664

4. L*-Convergence in One Dimensions

15 of 21

In this section, we establish the explicit decay rate of p(x,t) — 1 and w(x,t) for f=1and p > 1
in one-dimensional setting respectively. In should be mentioned here that the results in previous

subsection are still valid in the one-dimensional case.

The following lemma plays a crucial role in establishing the uniformly convergence of p(x,t)

when 8 > 1.
Lemma 20. There exists a constant C > 0 such that:
| [evar<c,
where g = pe Y.
Proof. By using the Cauchy inequality, we have
e |Vg? < 2P| Vp? +2p% P2 Vol

Then, we integrate it over () x (0, o) to obtain

[ eervar < 2 [T [ 1vpP 2t supllpOllim [ Vel

IN

which implies Equation (71). O

Lemma 21. There exists a constant C such that

d 1
“ oW 2, - PW 2 / ow 2 / _1)\2 / B
dt/Qe V4| +2/Qe ‘h_C<Q€ Val™+ | p(p =17+ | pw

forall > 1.

Proof. By differentiating g-equation with respect to time variable, we can easily obtain

ow 2 /pwv v :/\/ 1 — geP® oW /2pw /32.
/Qe qi + ),V Var (1= qef)qee?™ + | eFCypwtaas

By the fact that

1d P
v oW 2 i 20w ... 2
| e Va-Vai =55 [ Vel + 2 [ Eequd v

we have

1d
oW - 0w 2
/Qe V- Va2 5o | IVl

We notice that
/Q g1 ((Aq(1 = qe™) + ype PP )

= A/Qm(l *P)+p7/0w2wﬁ

IN

21+ sop 0l ([ [+ [ [ i)

-1

(71)

(72)

(73)

(74)

' 2 ' 2 3 '
e [ e at+Cle) (i‘iﬁ POt~ [ L= p) +5up [P0 e 10 1 I pwﬁ> .
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Thus, the inequality in Equation (72) can be deduced by Equations (73) and (74) and Lemma 5 by

: _1
choosing e = 5. [J

Lemma 22. If the initial data satisfy Equation (3), then we have

/ / ||w0HL1(Q (75)

Proof. By integrating the w-equation in time variable, we have

7 [P = [ w0 [ @< ol 76)

for arbitrary ¢t > 0, which leads to Equation (75). O

4.1. Asymptotic Behavior When > 1

Now, we focus our attention on the decay property of solutions for g > 1.
Lemma 23. If the initial data satisfy Equation (3), then we have:

tim _[[w(- )]0y = 0 77

t—+o0

Proof. By the Poincaré-Wirtinger inequality, we have

LIPS PO By < [ 11p6) =Pz

© r|Vp(,s)
c/ \V/ s <C w© / /7| d
| P|| 5 SuP||P||L @ Jy Ja p 5

This indicates that the term fg [lp(-,s) —B(s)| \200(0) is bounded. Now, we choose fj such that
overlinep(t) >  for all t > t;, We notice

IN

1
wy F+ ( —17/ p—Dr(5—mt

_ —1
+Hwo||im[€0)— 7/ Ip(s) s)[*ds — uIfo.

(B=1)vto+ 2EZDIE 2 g ||
(B— 1)7(1 217)

Then, for any + > max{ 1),0} = t1, we pick 7 < 1 to get

1
C(p—1 _ -
BTl ) 09

1 1
oo Dllmgey < (1B =1)(5 ~ )t = 5(B=1)to -
Then, the assertion now follows from Equation (78). O
Lemma 24. If the initial data satisfy Equation (3), then we have

Jm [1p( 1) = 1| 1=(q) = 0. (79)

Proof. We define X
k(t) ::/ e’ Vg2, (80)
Q
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and h(t)= [ e"|Vq> + [ p|Vw* + [ pwP + [ p(p —1)? € L1(0,00). Then, Lemma 21 implies
k(t) = 0ast — oo.
Now, the Poincaré-Wirtinger inequality and the Sobolev embedding theorem show that

g (t) =q(B)|L=() < ClIVa(®)][12(0)- (81)

Then, Lemma 20 implies that

lim [[q(£) —7(8) (0 = 0 (82
and Lemmas 10 and 11 show
pef?(-,t;) — efa.e. asj — oo (83)

for sequence {t;} with j € N. Meanwhile, the L*-boundedness of p implies that

19 ) < sup [|q(- )| Loy < C.
j=>0

Then, the dominated convergence theorem and inequality below

1
i _e P i _e P
@0 e < gy [ late ) = (54)
yield
el
lim [7(t) —e™| = 0. (85)

Then, we have

IN

() =1lsy < e (2 (q—7) + e 2 (G — ) + e — e ) ||y
< eIl @) (1g(8) = (1) () + 1705 = e7P1) + 11 = 1y

PGl (11g(t) = ()| + [3(E) — ™|+ Cllwl (e ) -

IA

Thus, Lemma 24 and Equations (82) and (85) yield Equation (79). O

The explicit polynomial decay rate can be established by the argument in two-dimensional setting
which can be stated as

Lemma 25. If the initial data satisfy Equation (3), then, for any € € (0,1), there exist te > 0 such that for all
t>te>0

1p(8) = 1|1y < CCe) (Iwolljfp) +7(B-D(A =)t —t0)) 7, (86)
and :
(-, £) Iz < € (V(B=1)(1 =€) (t = te) + llwoll ) ) - (87)

Now, from all the above lemmas, we get

Theorem 6. If the initial data satisfy Equation (3) and B > 1, then the solution satisfies

Lim [[p(, £)llL= () + llwo( )] o () = 0. (88)
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Moreover, for any € € (0,1), there exist t¢ such that for t > te >0

19 = Tllimiay < CCe) (Hmolliabey +7(B =11 =)t — ) 77, ®9)

and
(-, 8) w2y < € (Y(B=1)(1 =)t —te) + wolly=fny ) " - 90)

4.2. Asymptotical Behavior When =1
Lemma 26. If § = 1 and the initial data satisfy Equation (3), then we have

and
tim [[10(-, ) () = 0. ©2)

Proof. Equation (91) can be checked by repeating the proof in Lemma 24. Now, we focus on the proof
of Equation (92).
By solving the w-equation, we obtain

|ZU(X, t)| < HwO||L0°(Q)€_7f(§ p(s)ds
< lwollr=(ye” I "P(s)—?(s)\\Lw(g)—yfotﬁ(s)ds
< lwol (e’ T Jo 11p(s)=P(8)| oo gy H7t = Jo P(s)ds

Then, the Poincaré-iWirtinger inequality and the Sobolev embedding theorem imply that

L 11p9) = POl

IN

C [T 1pC)llyds

\Y%
sup (. DlliwqoC [ [
t>0

By applying the above inequality, we have

IN

ﬂ _ ot
1w (-, )l < lwollpeoqye * T PO, (93)

Equation (48) implies that we can choose ¢y such that for t > £

_ 1
Thus, Equation (93) indicates that

_1yp2Ci1
Hw('/t)HLm(Q) < HwOHLW(Q)E(’WI )+t (95)

Then, we pick 757 — 4 < 0 to obtain Equation (92). O
Lemma 27. Forany e € (0,min{1,7,A, A1}), there exists C(€) > 0 such that
1P/ 1) = P(B)l|o() < Cle)e (mintlaA A} e (96)

where A is the first nonzero eigenvalue of —A with homogeneous Neumann boundary condition.
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Proof. Notice that tlim lp(-/t) = 1l|12(q) = 0 and estimate |, |Vw|2 < Ce=27(1-€) are still valid in
— 00
the one-dimensional setting.
By integrating the p-equation over (), we deduce

d JE—
7P =2Ap(1—p). (97)

By applying the variation-of-constant formula to p — p, we get

P t) = PlE) = (p(,0) ~ p(0)) —p [ el tiv(pVe)ds + A [ et (p(1  p) ~ p(1— p))s.

With the Sobolev inequality, we can obtain

_ _ t 23\ A (f—s
1o 8) = POl < B l1p(,0) = PO i +ha [ (1 (=) 1) e 09Tl s

t =) e M(t=s)
+k3/0 <1+(t—s) 4)e W p = 1[ 2y ds.
Then, the well-known LP-L7 estimates of heat semigroup(e.g., [22]) imply that

1pCot) = POl < kre M lIp(,0) = POy +afe) [ (14 (1= 5)7F) emminliahiiergg
ks (e) '/Ot (1 (- S)%) pin{7, LA es—min{y, 1A H g
Hence, the result of Lemmas 16 and 17 show that
1p( 1) = P(t)l| () < Cle)e™ minlrtAME=e (98)
where € € (0,min{7y,1,A,A1}). O
Lemma 28. Forany e € (0, min{+y,1,A, A1 }), there exists constant C(e) > 0 such that
[P() 1] < Cle)e tmintriAh) e 99)

Proof. By integrating the p-equation over spatial variable, we have

d A
G P =0 ==2 1) = gl ~ P72 (100)

Now, we choose some € > 0 and f, such that p(t) > 1 — € whenever t > f.. By applying the
Gronwall inequality, we have

A t

t —
() —1] < [pte) —1|e MePEH 4 2
1Qf Jie

— t*u u 7
e M PN p(s) — B(s)|[F2( s

At ‘
< |5 _ —A(1—e€)(t—te) —A(1—e€)(t—s) ,—2(min{7y,1,A,A1 }—€)s )
< |p(te) —1le + Al Jo e e ds

For the last term on the right side of all the above inequalities, it holds that

/ ! A(1=e)(t=s) y—2(min{y, LA A }—€)s g < / ! min{7,LA }(1—€) (t—5) y~2(min{7, 14,0 }—€)s g
0 0

IN

t
/ o((2=min{y,1,A,A1 } )e—min{y,1,A,A1 })s—min{y,1,AA1 }(1—e)t 4
0

cs (e)e—(min{'y,l,)\,/\l}—e)t'

IN
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Along all inequalities above, we get
() — 1] < C(e)emintrIAM} )t
where € € (0,min{7,1,A,A1}). O
Lemma 29. Forany e € (0,min{vy,1,A,Aq}), there exists C(€) > 0 such that
1P = 1l < Cle)e tmintriAan -o
Proof. Itis observed that
1P = 1]y < p() = Bl + [P(E) — 11
Then, Lemmas 27 and 28 imply Equation (102). [
Lemma 30. Forany e € (0,1), there exists C(e) > 0 such that
o )llwraqey < Cle)e 70
Proof. It results from Equation (92) and estimate [, |[Vw|*> < Ce~271=e)t 7
Now, we conclude all the above lemmas as the following result
Theorem 7. If the initial data satisfy Equation (3), then the solution
tim [[p(-, )l (c) + 10, 8) gy = 0.
Moreover, for any € € (0,min{Aq,1,,A}), there exists C(€) > 0 such that
[Pl < Cle)eminthstai=o,

and
lw(-, )|y < Cle)e 179,

20 of 21

(101)

(102)

(103)

(104)

(105)

(106)

where A1 is the first nonzero eigenvalue of —A in Q) with the homogeneous Neumann boundary condition.
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