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Abstract: Analyzing energy consumption is an important task for a factory. In order to accomplish
this task, most studies fit the relationship between energy consumption and product design features,
process characteristics, or equipment types. However, the energy-saving effects of product yield
learning are rarely considered. To bridge this gap, this study proposes a two-stage fuzzy approach to
estimate the energy savings brought about by yield improvement. In the two-stage fuzzy approach,
a fuzzy polynomial programming approach is first utilized to fit the yield-learning process of a
product. Then, the relationship between monthly electricity consumption and increase in yield was
fit to estimate the energy savings brought about by the improvement in yield. The actual case of
a dynamic random-access memory factory was used to illustrate the applicability of the two-stage
fuzzy approach. According to the experiment results, product yield learning can greatly reduce
electricity consumption.

Keywords: electricity consumption; yield learning; fuzzy forecasting; green manufacturing

1. Introduction

Factories all over the world are striving to reduce energy consumption in order to
pursue green and sustainable manufacturing [1–5]. For this reason, evaluating the effects
of various treatments on reducing energy consumption is a crucial task [6–9], which is the
basis of the necessity for this research.

In the literature, many studies focused on determining the relationship between energy
consumption and product design features, process characteristics, or equipment types [10–12].
However, improvement in product yield reduces the amount of rework and additional inputs,
thereby saving energy [13,14]. However, this issue was rarely investigated, and this is a
research gap that needs to be filled.

This study estimates the reduction in energy consumption on the basis of the reduction
in monthly electricity consumption (MEC) brought about by the yield-learning process
of a product. The novelty of this research lies in the following: in past studies, other
performance measures were used for the same purpose, including production efficiency
index (PEI; annual electricity consumption normalized by annual production area) and
electrical utilization index (EUI; annual electricity consumption normalized by production
units) [15–17]. Most existing indicators are annually measured. However, because the yield
of a product is usually tracked on a monthly basis [18], MEC was more suitable for our
purposes and replaced the existing annual indicators.

The research question was as follows: taking into account the inherent uncertainty
in the yield-learning process of a product, how would one model the effect of improving
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yield on reducing MEC? To answer this question, a two-stage fuzzy approach is proposed
in this study.

In the two-stage fuzzy approach, a fuzzy polynomial-programming (FPP) method is
proposed to fit the yield-learning process of a product, so as to predict the future yield in
consideration of the inherent uncertainty. In theory, there are other ways to deal with yield
uncertainty, such as probabilistic methods or fuzzy rules. However, the planning horizon
spans dozens of months, and it is difficult to estimate the probability distribution functions
of variables over such a long time. In addition, fuzzy rules are suitable for modelling
the effects of multiple factors on yield. When there is only one factor (i.e., time), a fuzzy
yield-learning process is more appropriate. Further, the FPP method can generate fuzzy
yield forecasts that are very likely to contain actual values [19]. This property may eliminate
the need to learn a new example, which is beneficial to the scalability of the two-stage
fuzzy approach. For these reasons, the FPP method was applied instead of probabilistic
methods or fuzzy rules. Subsequently, in the second stage, the relationship between MEC
and yield was fit to estimate the energy savings brought about by the increase in yield. In
the two-stage fuzzy approach, polynomial-programming problems were solved that could
be easily realized using existing optimization software (e.g., Lingo and MATLAB).

The practical case of a dynamic random-access memory (DRAM) product in a wafer-
fabrication (wafer fab) plant was used to illustrate the applicability of the two-stage fuzzy
approach. Many researchers attempted to estimate the electricity consumption of DRAM
fabs by fabricating DRAM products [18,20]. However, these studies were static because
only annual electricity consumption was observed, while long-term electricity consumption
was not estimated. In addition, none of the existing methods was able to quantify the
reducing effects of yield learning on electricity consumption. Compared with existing
methods, the two-stage fuzzy approach has the following advantages:

(1) The original yield value is considered when evaluating forecasting performance. In
contrast, existing methods usually consider the logarithmic value of yield.

(2) The reduction in MEC is measured once a month, which is consistent with the progress
of yield improvement. In contrast, existing methods usually measure the reduction in
power consumption once a year.

The main contributions of this study include:

(1) An FPP method, proposed to improve the precision and accuracy of tracking a yield-
improvement process.

(2) A systematic procedure, established to estimate the energy savings brought about by
the increase in yield.

The rest of this article is organized as follows: Section 2 is dedicated to a literature
review; Section 3 introduces the two-stage fuzzy approach, and a practical case is used to
illustrate the applicability of the two-stage fuzzy approach. In addition, existing methods
within the field were applied to the case for comparison. In Section 4, experiment results
are presented and discussed; then, conclusions are drawn in the last section.

2. Literature Review

There are two ways to analyze the energy consumption of a factory; the top–down
and the bottom–up methods [10]. In fact, the energy consumption of a product is affected
by many factors, e.g., equipment type, product type, and yield [10,11,13,14].

Reducing energy consumption is an important task for a factory [1]. In order to
accomplish this task, factories take the following measures [15,21–32]:

(1) Designing products that require less energy or help to save energy.
(2) Switching to new manufacturing technologies that feature lower energy consumption.
(3) Acquiring new equipment with lower energy consumption.
(4) Solving quality problems that lead to energy waste.
(5) Shifting more production to locations or time periods with lower electricity rates.



Mathematics 2021, 9, 1101 3 of 17

(6) Using relatively cheap and environmentally friendly long-term green electricity (such
as wind and solar energy).

Many studies used multiple measures at the same time. Table 1 shows the comparison
results of some related references.

Table 1. Comparison of relevant references.

Reference
Designing

Green
Products

Green
Manufacturing
Technologies

Green
Equipment

Solving
Quality

Problems

Green
Production
Scheduling

Green
Electricity

Gong et al.
[21]

√

Jo et al. [22]
√

Golpîra et al.
[23]

√

Wu and Chen
[24]

√

Dai et al. [25]
√

Hu et al. [15]
√

Liang et al.
[26]

√

Gao et al. [27]
√

Golpîra [28]
√ √

Wang et al.
[29]

√ √

Chang et al.
[30]

√

Kumar et al.
[32]

√ √

This study
√

DRAM is an electronic component that is widely used in computers, mobile phones,
medical equipment, robots, etc. [33]. DRAM manufacturing can be divided into four stages:
wafer fabrication, sorting, packaging, and final testing [34]. Among these four stages, wafer
fabrication is the most energy-consuming stage [35,36]. Wafer fabrication involves very
complex and difficult-to-control operations [37,38]. Each job in a wafer fab consists of
20–25 wafers, and goes through hundreds of steps. The processing steps can be divided
into several categories, including photolithography, etching, and stripping. Some of
these steps are energy-consuming heating and cooling operations. In addition, the same
operation is performed on a job many times. As a result, the cycle time for all operations
to complete in a job is usually as long as several months, during which a large amount of
energy is consumed. Therefore, fabs aim to reduce energy consumption and pursue green
manufacturing [39]. The expected benefits include lowering the unit costs of products and
reducing the environment impact [30].

3. Two-Stage Fuzzy Approach

The proposed methodology comprises two stages: fitting the uncertain yield-learning
process and estimating the reduction in MEC. Figure 1 presents the flowchart of the
procedure of the two-stage fuzzy approach. A nomenclature is provided in Appendix A.
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Figure 1. Procedure of two-step fuzzy approach.

3.1. Uncertain Yield-Learning Process

A yield-learning process describes the increase in yield due to various learning activi-
ties [40,41]. For example,

• As time goes by, operators become increasingly skilled, which can help to avoid
misoperation.

• Quality-control engineers are increasingly experienced in solving quality-related issues.
• Equipment engineers gradually learn how to optimize machine settings.

The general yield model [42] is usually used to describe a yield-learning process:

Yt = Y0e−
b
t +r(t), (1)

where

• Yt is the yield at time t; 0 ≤ Yt ≤ 1; t = 1 − T;
• Y0 is the asymptotic or final yield (a real-valued function of the point defect density

per unit area, chip area, and a set of parameters unique to the specific yield model);
0 ≤ Y0 ≤ 1;

• b is the learning constant; b > 0;
• r(t) is a homoscedastic serially uncorrelated error term that can be ignored.

However, because learning activities are subject to human intervention [43], a yield-
learning process involves a lot of uncertainty [44]. This uncertainty can be modelled
by defining yield as a probability function or fuzzy set. It is necessary to estimate the
parameters of a probability function, which is not easy in the long run. A fuzzy set, on
the other hand, is easy to define and calculate. For these reasons, in the two-stage fuzzy
approach, the yield is defined as a fuzzy set.

In the two-stage fuzzy approach, parameters in Equation (1) are given as fuzzy values.
As a result, the following fuzzy yield-learning model is constructed [45]:

Ỹt = Ỹ0e−
b̃
t +r(t), (2)

where
Ỹ0 = (Y01, Y02, Y03) (3)
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b̃ = (b1, b2, b3) (4)

are triangular fuzzy numbers (TFNs). TFNs in this study could be symmetric or asymmetric.
In addition, other types of fuzzy numbers are applicable.

According to the fuzzy arithmetic operations of TFNs [46],

Ỹt = Ỹ0e−
b̃
t

= (Y01, Y02, Y03)e−
(b1,b2,b3)

t

∼= (Y01, Y02, Y03)(×)(e−
b3
t , e−

b2
t , e−

b1
t )

∼= (Y01e−
b3
t , Y02e−

b2
t , Y03e−

b1
t )

= (Yt1, Yt2, Yt3)

, (5)

where (×) indicates fuzzy multiplication. The fuzzy multiplication of TFNs is not a TFN
anymore. However, most studies approximated the fuzzy multiplication result with a
TFN [47–51]. In Equation (5), fuzzy multiplication result Ỹt is also approximated with a
TFN. A possible issue is the precision of such approximation. Ỹ0, the final yield of a product,

is a value very close to 1. e−
b̃
t is also a value less than 1, and it gradually approaches 1

through learning. The multiplication of the two fuzzy variables can be very precisely
approximated with a TFN, as illustrated in Figure 2. Approximation error was less than
0.002. Therefore,

Yt1 = Y01e−
b3
t (6)

Yt2 = Y02e−
b2
t (7)

Yt3 = Y03e−
b1
t . (8)
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To derive the values of fuzzy parameters, the FPP method is proposed, as follows.

3.2. Deriving Values of Fuzzy Parameters

In this research, an FPP method is proposed to derive the values of fuzzy parameters in
the fuzzy yield-learning model. This method involves solving two nonlinear-programming
(NLP) problems:

(NLP Problem I)

Min Z1 =
1
T

T

∑
t=1

|Yt −Yt2|
Yt

(9)

subject to

Yt2 = Y02e−
b2
t (10)
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b2 ≥ 0 (11)

0 ≤ Y02 ≤ 1 (12)

The objective function is to minimize the mean absolute percentage error (MAPE) to
maximize forecasting accuracy.

(NLP Problem II)

Min Z2 =
1
T

T

∑
t=1

(Yt3 −Yt1) (13)

subject to

Yt3 = Y03e−
b1
t (14)

Yt1 = Y01e−
b3
t (15)

Yt ≥ Yt1 (16)

Yt ≤ Yt3 (17)

0 ≤ b1 ≤ b∗2 ≤ b3 (18)

0 ≤ Y01 ≤ Y∗02 ≤ Y03 ≤ 1 (19)

The objective function minimizes the average range to maximize forecasting preci-
sion. However, these two NLP problems include intractable absolute value functions or
exponential equations, so they must be converted into more easily solvable forms [52,53].

First, the objective function of NLP Problem I is equivalent to

Min Z1 =
1
T

T

∑
t=1

ϑt

Yt
, (20)

where
ϑt ≥ Yt −Yt2 (21)

ϑt ≥ Yt2 −Yt (22)

Subsequently, the exponential function can be approximated as [45]

ex ∼= 1 + x +
x2

2
+

x3

6
+

x4

24
(23)

when x ≤ 1.97.
As a result, the two NLP problems are replaced by the following easy-to-solve

polynomial-programming (PP) problems [54]:
(PP Problem I)

Min Z1 =
1
T

T

∑
t=1

ϑt

Yt
(24)

subject to
ϑt ≥ Yt −Yt2 (25)

ϑt ≥ Yt2 −Yt (26)

Y02 = Yt2 +
b2Yt2

t
+

b2
2Yt2

2t2 +
b3

2Yt2

6t3 +
b4

2Yt2

24t4 (27)

b2 ≥ 0 (28)

0 ≤ Y02 ≤ 1 (29)

(PP Problem II)

Min Z2 =
1
T

T

∑
t=1

(Yt3 −Yt1) (30)
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subject to

Y03 = Yt3 +
b1Yt3

t
+

b2
1Yt3

2t2 +
b3

1Yt3

6t3 +
b4

1Yt3

24t4 (31)

Y01 = Yt1 +
b3Yt1

t
+

b2
3Yt1

2t2 +
b3

3Yt1

6t3 +
b4

3Yt1

24t4 (32)

Yt ≥ Yt1 (33)

Yt ≤ Yt3 (34)

0 ≤ b1 ≤ b∗2 ≤ b3 (35)

0 ≤ Y01 ≤ Y∗02 ≤ Y03 ≤ 1 (36)

Table 2 presents the comparison of the FPP method with existing methods for the same
purpose. When the original value of yield is considered, only the two-stage fuzzy approach
can minimize the forecasting error. In addition, most methods except the artificial-neural-
network (ANN) [41] and two-stage fuzzy approaches require defuzzification.

Table 2. Comparison of FPP approach with existing methods for the same purpose.

Method Type Objective Functions Characteristics

Guo and Tanaka [55] Linear
programming (LP)

• Minimization of sum of ranges

• Using symmetric fuzzy
parameters

• Considering logarithmic yield
value

Donoso et al. [56] Quadratic
programming (QP)

• Minimization of the weighted
sum of the squared deviations
from cores and the squared
deviations from the estimated
ranges

• Considering logarithmic yield
value

Chen [57] LP • Minimization of sum of ranges

• Using asymmetric fuzzy
parameters

• Considering logarithmic yield
value

Chen and Lin [58] Nonlinear
programming (NLP)

• Minimization of high-order sum
of ranges

• Maximization of geometric
mean of satisfaction levels

• Considering logarithmic yield
value

Peters et al. [59] LP
• Maximization of average

satisfaction level
• Considering logarithmic yield

value

Chen and Wang [60] NLP

• Minimization of high-order sum
of ranges

• Maximization of geometric
mean of satisfaction levels

• Using agents
• Considering logarithmic yield

value

Chen [61] Artificial
neural network (ANN)

• Minimization of sum of squared
errors

• Considering log-sigmoid yield
value

Proposed methodology Polynomial
programming (PP)

• Minimization of average range
• Maximization of mean absolute

percentage error (MAPE)

• Considering original yield value
• Defuzzification not required

3.3. Estimating MEC Reduction

Some wafers in a wafer fab are scrapped due to poor quality. Therefore, the number of
wafers that could be successfully completed is usually less than the number of wafers that
are input into the wafer fab. For this reason, assuming that the monthly production target
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of a product is Q wafers per month, the number of raw wafers that need to be released into
the wafer fab is

Ñt =

⌈
Q
Ỹt

⌉
(37)

per month.
According to the statistics of historical data, it was assumed that the electricity con-

sumption of each wafer used to fabricate the product is about E. Then, the MEC used to
fabricate the product is

MEC = E·Ñ
= E·

⌈
Q
Ỹt

⌉
= E·( Q

Ỹt
+ εt)

= EQ
Ỹ0

e
b
t + Eεt

, (38)

where εt is the residue when rounding up the result to the nearest integer; 0 ≤ εt ≤ 1. Since
Q is usually in the thousands, term Eεt is negligible, which leads to

MEC ∼=
EQ
Ỹ0

e
b
t (39)

This is also a learning process, where the asymptotic value is equal to EQ/Ỹ0 and the
learning rate is equal to b̃.

From month t to month t + 1, yield improves from Ỹt to Ỹt+1, so MEC reduces by

∆MEC =
EQ
Ỹt

(−) EQ
Ỹt+1

, (40)

where (−) indicates fuzzy subtraction. ∆MEC is approximated with a TFN as

∆MEC ∼= (∆MEC1, ∆MEC2, ∆MEC3)

= ( EQ
Yt3
− EQ

Yt+1,1
, EQ

Yt2
− EQ

Yt+1,2
, EQ

Yt1
− EQ

Yt+1,3
)

= (
Yt+1,1−Yt3
Yt3Yt+1,1

, Yt+1,2−Yt2
Yt2Yt+1,2

, Yt+1,3−Yt1
Yt1Yt+1,3

)EQ
(41)

4. Actual Case
4.1. Background

The actual case of a DRAM product [62] was used to illustrate the two-stage fuzzy
approach. Because the energy consumed by DRAMs in a large computer system accounts
for a large part of the total energy consumption, DRAM has received much attention in
energy-saving research [63]. The DRAM product was fabricated in an 8 inch wafer fab
located in Hsinchu Scientific Park, Taiwan. There were more than 40 memory products
fabricated in the wafer fab. All operators, engineers, and managers were committed to im-
proving the efficiency of the operation and management of the wafer fab, including energy
consumption. If the wafer fab was a static environment, then these efforts could reduce total
energy consumption. However, the wafer fab was actually a dynamic environment because
new products were continuously released into it. New products were usually related to low
yields and poor operating efficiency. As a result, there was no significant trend to reduce
the total energy consumption of the wafer fab, which was frustrating for the operators,
engineers, and managers. It was also difficult to distinguish the energy consumption of
old and new products. To solve this problem, the two-stage fuzzy approach was a viable
option because it could estimate the energy savings by fabricating a single product.

In order to apply the two-stage fuzzy approach, the following tasks were completed:

(1) The electricity consumption of the wafer fab in the previous year was known.
(2) The number of wafers fabricated in previous years was known.
(3) The latest yield data of the target product were collected.
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The actual case included 15 months of yield data, as shown in Table 3. The yield
fluctuated greatly, which was caused by machine failures, operator misoperations, lack
of experience in solving quality-related problems, unoptimized machine settings, etc. As
a result, a crisp yield-learning model could not perfectly fit the collected yield data. As
an alternative, many studies [41,42,57–60] used fuzzy-valued parameters to model the
learning process of yield to generate fuzzy yield forecasts with ranges. Since there was only
one factor (i.e., time) that affected the yield, and all data related to energy consumption
were given, the analytical results in this study can be full replicated in another study.

Table 3. Practical case.

t 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Yt 0.789 0.892 0.915 0.87 0.879 0.887 0.892 0.892 0.904 0.939 0.928 0.896 0.883 0.939 0.911

4.2. Fitting the Uncertain Yield-Learning Process

Time-split cross-validation [64] was applied to evaluate forecasting performance as
shown in Figure 3.
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Figure 3. Time-split cross-validation.

When building the PP models using data from the first five months, the optimal
solutions are as follows:

(Model PP I) b∗2 = 0.131, Y∗02 = 0.948
(Model PP II) b∗1 = 0.131, b∗3 = 0.131, Y∗01 = 0.877, Y∗03 = 0.958

Fuzzy yield forecasts are compared with actual values in Figure 4. The fitted fuzzy
yield-learning model was applied to generate fuzzy yield forecasts for Months 6–10. Then,
the forecasting precision was measured in terms of the average range, while the forecasting
accuracy was evaluated in terms of mean absolute error (MAE), MAPE, and root mean
squared error (RMSE):

The average range =

T
∑

t=1
|Yt3 −Yt1|

T
(42)

MAE =

T
∑
t
|Yt −Yt2|

T
(43)

MAPE =

T
∑
t

|Yt−Yt2|
Yt2

T
·100% (44)

RMSE =

√√√√√ T
∑
t
(Yt −Yt2)

2

T
(45)
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Figure 4. Comparing fuzzy yield forecasts to actual values.

Results are summarized below:

• Average range = 0.080;
• MAE = 0.019;
• MAPE = 2.08%;
• RMSE = 0.019.

Subsequently, the data of the first 10 months were used to construct the PP models to
obtain the optimal solutions as

(Model PP I) b∗2 = 0.101, Y∗02 = 0.946
(Model PP II) b∗1 = 0.101, b∗3 = 0.146, Y∗01 = 0.878, Y∗03 = 0.946

Forecasting results are shown in Figure 5. The fitted fuzzy yield-learning model was
applied to generate fuzzy yield forecasts for Months 11 to 15. Forecasting performance was
evaluated as

• Average range = 0.070;
• MAE = 0.018;
• MAPE = 2.06%;
• RMSE = 0.021.
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Figure 5. Forecasting results.

After time-split cross-validation, forecasting performance using the two-stage fuzzy
approach was evaluated as
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• Average range = 0.075;
• MAE = 0.019;
• MAPE = 2.07%;
• RMSE = 0.020.

4.3. Comparison

For comparison, six existing methods in this field, namely, the LP model of Guo and
Tanaka [55], the QP model of Donoso et al. [56], the two NLP models of Chen and Lin [58],
the QP model of Peters et al. [59], and the ANN approach proposed by Chen [61] were
also applied to this case. The two NLP models of Chen and Lin [58] are represented by CL
I and CL II. Table 4 summarizes the parameter settings in these methods. A fuzzy yield
forecast was defuzzified using the center-of-gravity (COG) method [65,66]. Chen’s ANN
approach [61] directly compares the core of a fuzzy yield forecast with actual value, so
defuzzification is not required. All methods were implemented using MATLAB 2017 on
a PC with i7-7700 CPU 3.6 GHz and 8 GB RAM to ensure fair comparison. In addition,
the value of the same parameter in various methods was set to the same value. The initial
values of solutions (or parameters) in these methods were randomized.

Table 4. Parameter settings in existing methods.

Method Parameter Setting

Guo and Tanaka [55] s = 0.3,
where s is the required satisfaction level.

Donoso et al. [56]

w1 = 0.5
w2 = 0.5
s = 0.3,

where w1 and w2 are the weights of the two terms in the
objective function, respectively; s is the required

satisfaction level.

CL I [58]

o = 2
s = 0.3,

where o is the order of the range of a fuzzy yield
forecast; s is the required satisfaction level.

CL II [58]

o = 2
m = 2

d = 0.2,
where o is the order of the range of a fuzzy yield

forecast; m is the order of the satisfaction level; d is the
required range.

Peters et al. [59] d = 0.2,
where d is the required range.

Chen [61]

η = 0.2
ω1 = 0.7

θ2 = −0.051,
where η is the learning rate; ω1 is the connection weight;

θ2 is the threshold on the output node.

Forecasting performance using various methods is compared in Table 5.
Compared with existing methods, the PP models achieved better forecasting per-

formance by minimizing MAE, MAPE, RMSE, and average range, which laid a good
foundation for subsequent electricity-consumption estimation. Their complexities and
execution times are compared in Table 6.
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Table 5. Forecasting performance using various methods.

Method Average
Range MAE MAPE RMSE

Guo and Tanaka [55] 0.082 0.019 2.11% 0.021

Donoso et al. [56] 0.081 0.019 2.12% 0.021

CL I [58] 0.079 0.020 2.17% 0.022

CL II [58] 0.110 0.021 2.33% 0.025

Peters et al. [59] 0.110 0.021 2.33% 0.025

ANN [61] 0.139 0.019 2.10% 0.023

Two-stage fuzzy approach 0.075 0.019 2.07% 0.020

Table 6. Complexity and execution-time comparison results.

Method Complexity Computation Time (s)

Guo and Tanaka [55] LP (global optimal) <1

Donoso et al. [56] QP (local optimal) 1

CL I [58] NLP (local optimal) 2

CL II [58] NLP (local optimal) 2

Peters et al. [59] QP (local optimal) 1

ANN [61] NLP (local optimal) 10

Two-stage fuzzy approach PP (local optimal) 5

4.4. Estimating MEC Reduction

According to the historical statistics of the wafer fab, the electricity consumption
to fabricate an 8 inch wafer was about 1.4 kW-h/cm2 or 453.8 kW-h per wafer. This
product accounted for approximately 60% of the wafer fab’s capacity, which is equivalent
to 12,000 wafers per month. On the basis of these statistics, MEC reduction due to yield
learning was estimated according to Equation (40). The result is shown in Figure 6.
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According to the experiment results:

(1) As far as yield learning is concerned, the amount of electricity that may be saved by
reducing MEC may be as high as 400,000 kW-h per month.

(2) The increase in electricity consumption due to yield loss can be avoided, which means
that the MEC reduction estimated in Figure 6 can be achieved.

(3) If yield is already very satisfactory (100%), on the other hand, unless other production
conditions are changed, the consumed electricity for fabricating wafers cannot be
saved [67,68].

(4) In addition, the reduction in MEC decreased with time, but converged to a certain
minimal level.

(5) A larger learning constant means a faster yield-learning process, which can save
energy waste owing to quicker yield loss. In this case, MEC drops faster, meaning
that more energy can be saved within the planning horizon.

(6) Results here only apply to a single product. By taking into account all products in the
wafer fab, it further saves power consumption.

5. Conclusions

There are different levels of green manufacturing. On a higher level of green manufac-
turing when a certain monthly output is produced, the consumed energy and generated
waste should be as low as possible [69]. In low-level green manufacturing, the additional
(and unnecessary) consumption of energy and additional (and unnecessary) waste should
be avoided by eliminating yield loss, inefficiency, and other aspects [70]. This study esti-
mated the energy-saving effect of the yield-learning process in a wafer fab. To this end, a
two-stage fuzzy approach was proposed. In the first stage, an FPP method was proposed
to fit the yield-learning process of a product to predict future yield. Subsequently, the
relationship between MEC and yield was fit to estimate the energy saving brought by
the increase in yield. In addition, there are other factors that affect product energy con-
sumption, such as the type of wafer-fabrication equipment and product type. The same
analysis could be performed to model their effects. This study is one of the first attempts to
link improvement in product yield with the reduction in electricity consumption, and to
quantify the long-term relationship by considering potential uncertainties.

Taking the actual case of a DRAM product as an example, the applicability of the
two-stage fuzzy approach is illustrated. According to the experiment results:

(1) The two-stage fuzzy approach was very effective in fitting the yield-learning process
of the DRAM product. Compared with existing methods for the same purpose,
the FPP approach achieved higher forecasting accuracy in terms of MAE, MAPE,
or RMSE.

(2) The two-stage fuzzy approach also established a very narrow range of yield. On the
basis of precise and accurate yield forecasts, the energy saved by reducing MEC could
be reliably estimated.

(3) Electricity consumption was reduced by fabricating the product in the wafer fab.

However, the focus of this research was to reduce the MEC of a single semiconduc-
tor product. There are usually many products in a wafer fab. The MEC reductions of
all products need to be aggregated in some way. In addition, the two-stage fuzzy ap-
proach can be applied to a situation where the number of released wafers to fabricate a
specific product types fluctuates. Further, other data-preprocessing mechanisms can be
used, such as input-data analysis mechanisms [71] or outlier-filtering mechanisms [72], to
improve the credibility of the input data, thereby enhancing the reliability of the two-stage
fuzzy approach.
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Appendix A

Table A1. Nomenclature.

Variable/Symbol Meaning

(×) Fuzzy multiplication

εt Residue

ϑt Dummy variable

b or b̃ Learning constant

E Electricity consumption per wafer

MAE Mean absolute error

MAPE Mean absolute percentage error

MEC Monthly electricity consumption

∆MEC Reduction in MEC

Ñt Number of raw wafers that need to be released during period t

Q Monthly output

r(t) Homoscedastic serially uncorrelated error term

RMSE Root mean squared error

t Period

T Planning horizon

Y0 or Ỹ0 Asymptotic/final yield

Yt or Ỹt Yield at period t
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