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Abstract: Sliding mode control is a robust technique that is used to overcome difficulties such as
parameter variations, unmodeled dynamics, external disturbances, and payload changes in the
position-tracking problem regarding robots. However, the selection of the gains in the controller
could produce bigger forces than are required to move the robots, which requires spending a large
amount of energy. In the literature, several approaches were used to manage these features, but some
proposals are complex and require tuning the gains. In this work, a sliding mode controller was
designed and optimized in order to save energy in the position-tracking problem of a two-degree-of-
freedom SCARA robot. The sliding mode controller gains were optimized usinga Bat algorithm to
save energy by minimizing the forces. Finally, two controllers were designed and implemented in the
simulation, and as a result, adequate controller gains were found that saved energy by minimizing
the forces.

Keywords: energy; optimization; Bat algorithm; sliding mode; SCARA robot

1. Introduction

Sliding mode control (SMC) is a robust control technique that is used to command
nonlinear systems, such as robots. SMC presents several advantages that can be employed
in nonlinear systems due to its robustness against parametric variations, external distur-
bances, unmodeled dynamics, and uncertainties [1]. However, one of the major drawbacks
in the control of robots with SMC is the use of big forces in the reaching law that is required
to move the robots. During industrial operations, the big forces in the electric actuator
control of the robots can result in spending large amounts of energy [2].

In order to save energy by minimizing the forces in the sliding mode control, several
methods were proposed in the literature. In [3], the authors proposed a neuro-sliding
mode controller in which discontinuous control was replaced by a neural network that was
combined with an error estimator, and then the controller was applied to a two-degree-of-
freedom (DOF) planar parallel manipulator. In [4], a method was presented and imple-
mented using the current regulation of motor drives, and their results showed that the
forces were minimized. In [5], cascaded control was used to manage a converter at the same
time that the forces were minimized. In [6], integral sliding mode control was proposed to
enforce the sliding mode robustness from the initial time instant. In [7], a robust controller
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as a combination of the super-twisting control algorithm and time delay estimation method
was proposed for a robot with uncertain motion in order to save energy by minimizing
the forces and to reduce the uncertainties and disturbances. In [8], the combination of an
adaptation law, sliding mode disturbance observer, and a continuous nonsingular terminal
sliding mode control was proposed to compensate for the uncertainty and external distur-
bance and to maintain the robustness; this combination resulted in the minimization of
the forces. In [9], an artificial neuro-fuzzy system with sliding mode control applied to a
two-DOF rigid robot manipulator was proposed to generate an adaptation control in order
to increase the robustness against disturbances. Moreover, this controller was compared
with a proportional integral derivative sliding mode control, and the gains were optimized
using a particle swarm optimization algorithm; however, the complexity of the controller
design increased due to the several gains that needed to be tuned. In [10], an adaptive
neural gain scheduling sliding mode control method was presented to minimize the forces
and it was applied to a quadcopter with external disturbances. In [11,12], adaptive ro-
bust controllers were introduced for high-precision tracking control problems of robots
with output constraints. In [13,14], model-free finite-time terminal sliding mode control
schemes of uncertain robots were discussed. In [15], a model-free high-order sliding-mode
controller with a time-base generator was implemented to achieve finite-time convergence.
Nevertheless, some of these mentioned approaches of the sliding mode control tended to
result in big forces.

On the other hand, the Bat algorithm was applied for several control problems.
In [16,17], the Bat algorithm was proposed. In [18], the combination of a proportional
integral derivative (PID) controller and a Bat algorithm was introduced to obtain pulse-
width modulation for converters. In [19], a fractional order PID controller that was based
on the Bat algorithm was implemented to improve the performance of a distillation column
process. In [20], the fusion of a modified Bat algorithm and an adaptive fuzzy controller
was introduced for autonomous mobile robots. In [21], a fuzzy PID controller with a
Bat algorithm was introduced for a wind turbine. In [22], a tracking technique that was
based on a fuzzy controller and the Bat algorithm was created to desirably tune the control
parameters. In [23], the design of a fuzzy PID controller with a Bat algorithm is presented
for a brushless direct current drive. In [24], an adaptive fractional order PID controller
using a Bat algorithm was proposed for a caterpillar robot manipulator. In [25], a PID
controller using a Bat algorithm was proposed for the control of a MEMS gyroscope. In [26],
a system for control of enumeration strategies that was based on a Bat algorithm is dis-
cussed. In [27], a fuzzy controller rule base using a Bat algorithm was addressed for a
magnetic ball suspension system. The mentioned results presented the combination of a
Bat algorithm, fuzzy controller, and PID controller; hence, it would be desirable to present
the combination of the Bat algorithm and sliding mode controller.

In this work, the optimization of sliding mode controller gains using the Bat algorithm
was proposed in order to save energy by minimizing the forces. This design includes a
sliding mode control that is based on the reaching law with a constant rate, which was
selected due to its simplicity. The optimization based on the Bat algorithm was proposed
due to the small number of gains to be tuned, its flexibility, and its simplicity. The proposed
control was designed to overcome the position-tracking problem in a two-DOF SCARA
robot. The contributions of the proposed approach are described as follows: (a) the Bat
algorithm was modified with four additional steps so that it can be applied to find the
best gains to save energy by minimizing the forces of a two-DOF SCARA robot, (b) the Bat
algorithm was modified with two additional steps so that its gains remain bounded, and
(c) the best gains of the Bat algorithm are used to save energy by minimizing the forces of
the sliding mode controller for the position-tracking problem in a two-DOF SCARA robot.

The organization of the paper is as follows: In Section 2, the dynamic model descrip-
tion of a two-DOF SCARA robot is presented, which is described using the Euler–Lagrange
formulation and the data were based on a real robot presented in [28]. In Section 3, an
SMC design for the position-tracking problem of a two-DOF SCARA robot is presented. In
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Section 4, the optimization of the SMC and an explanation about how the Bat algorithm
works are presented, where the proposed algorithm optimized the gains of SMC in order
to save energy by minimizing the forces. Finally, in Section 5, the simulation results of the
SMC and SMC with the Bat algorithm are presented.

2. Dynamic Model of a Two-DOF SCARA Robot

According to [29], the dynamics of the robot in Figure 1 can be described using the
Euler–Lagrange equation.
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The Euler–Lagrange equation is shown as follows:

d
dt

[
∂L(q,

·
q)

∂
·

qi

]
− ∂L(q,

·
q)

∂
·

qi

= ui, (1)

where ui are the forces that are related to the energy; q,
·
q, and

··
q are the joint positions, joint

velocities, and joint accelerations, respectively; and L(q,
·
q) is the Lagrangian that is defined

as the difference between the kinetic energy K, (q,
·
q) and the potential energy N, (q,

·
q) and

is represented by the next equation:

L(q,
·
q) = K, (q,

·
q)−N, (q,

·
q), (2)

The general dynamic model of a two-DOF SCARA robot can be described as

u = M(q)
··
q + C(q,

·
q)
·
q + f (

·
q), (3)

where M(q) is a 2× 2 matrix that represents the kinetic energy of system, C(q,
·
q) is a

2× 2 matrix that includes the Coriolis force and centrifugal force of the system, f (
·
q) is a

2× 1 vector that contains the static and Coulomb friction losses, and u is a 2× 1 vector
that contains the forces. Thus, the terms of the dynamic model can be rewritten in matrix
form as[

u1
u2

]
=

[
M11(q) M12(q)
M21(q) M22(q)

] [ ··
q1··
q2

]
+

[
C11(q,

·
q) C12(q,

·
q)

C21(q,
·
q) C22(q,

·
q)

] [ ·
q1·
q2

]
+

[
f1(
·
q)

f2(
·
q)

]
, (4)
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where
M11(q) = 1.7277 + 0.1908 cos(q2),
M12(q) = 0.0918 + 0.0954 cos(q2),
M21(q) = 0.3340 + 0.3418 cos(q2),

M22(q) = 0.9184,
C11(q,

·
q) = 31.8192− 0.0954 sin(q2)

·
q2,

C12(q,
·
q) = −0.0954 sin(q2)(

·
q1 +

·
q2),

C21(q,
·
q) = 0.34128 sin(q2)

·
q1,

C22(q,
·
q) = 12.5783,

f1(
·
q) = 1.0256sign(

·
q1),

f2(
·
q) = 1.7842sign(

·
q2),

(5)

The values of the dynamic model that is presented in Equations (4) and (5) of the
two-DOF SCARA robot were obtained from [28], which presented an approximation from
real robot parameters. The dynamic model that is presented in Equations (4) and (5) can be
rewritten in terms of acceleration as[ ··

q1··
q2

]
=

[
M11(q) M12(q)
M21(q) M22(q)

]−1
([

u1
u2

]
−
[

C11(q,
·
q) C12(q,

·
q)

C21(q,
·
q) C22(q,

·
q)

] [ ·
q1·
q2

]
−
[

f1(
·
q)

f2(
·
q)

])
(6)

3. Sliding Mode Controller Design

The proposed SMC controller for a two-DOF SCARA robot is shown in Figure 2. The
design of this section is important because of the following two reasons: (1) the SMC will
be used with the Bat algorithm in the next section, and (2) in the simulations, the SMC was
compared with the SMC with the Bat algorithm in the next section.
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Considering the SCARA robot dynamic model that is presented above, the proposed
sliding mode controller was designed with the following sliding mode function:

s = βe +
·
e, (7)

where β > 0 is a gain that must satisfy the Hurwitz condition. e is the position error, which
is defined as the difference between the reference position and real position, i.e.,

e = qd − q, (8)

·
e is given as the difference between the derivatives of the reference position and the

real position, i.e.,
·
e =

·
qd − q, (9)
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Accordingly to Equations (7)–(9), the derivative of the above sliding mode function is

.
s = β

.
e +

··
e, (10)

·
s = β

( ·
qd −

·
q
)
+
(··

qd −
··
q
)

, (11)

According to [30], there are several exponential reaching laws that help to save energy
by minimizing the forces, but each one requires certain gains. The tuning process of the
gains involves the knowledge of certain variables of the robot, or in other cases, this process
is based on simulations. In this work, a conventional exponential reaching law was selected
since it requires only one gain to be optimized in order to save energy by minimizing the
forces and to reach the reference position in the system. Thus, the reaching law is

·
s = −ξsgn(s), (12)

where ξ > 0. Therefore, relating Equations (11) and (12), the result is

− ξsgn(s) = β
( ·

qd −
·
q
)
+
(··

qd −
··
q
)

, (13)

Hence, Equation (3) can also be written as

u = M(q)
··
q + C(q,

·
q)
·
q + f (

·
q), (14)

M(q)
··
q = u− C(q,

·
q)
·
q− f (

·
q), (15)

··
q = M(q)−1

[
u− C(q,

·
q)
·
q− f (

·
q)
]
, (16)

where u represents the forces. Substituting Equation (16) into Equation (13), we have

− ξsgn(s) = β
( ·

qd −
·
q
)
+
(··

qd −
··
q
)

, (17)

− ξsgn(s) = β
( ·

qd −
·
q
)
+
(··

qd −M(q)−1
(

u− C(q,
·
q)
·
q− f (

·
q)
))

, (18)

Thus, the design of the sliding mode control (SMC) is as follows [31–34]:

M(q)−1
(

u− C(q,
·
q)
·
q− f (

·
q)
)
= ξsgn(s) + β

( ·
qd −

·
q
)
+
··
qd, (19)

u− C(q,
·
q)
·
q− f (

·
q) = M(q)

(
ξsgn(s) + β

( ·
qd −

·
q
)
+
··
qd

)
, (20)

u = M(q)
(

ξsgn(s) + β
( ·

qd −
·
q
)
+
··
qd

)
+ C(q,

·
q)
·
q + f (

·
q),

u = ueq + usw,

ueq = M(q)
(

β
( ·

qd −
·
q
)
+
··
qd

)
+ C(q,

·
q)
·
q + f (

·
q),

usw = M(q)(ξsgn(s)),

(21)

where ueq is the equivalent control, usw is the switching control, β = diag(β1, β2), and
ξ = diag(ξ1, ξ2). Moreover, Equation (21) can also be written in matrix terms as:

[
u1
u2

]
=

[
M11(q) M12(q)
M21(q) M22(q)

]  ξ1sgn(s) + β1

( ·
q1d −

·
q1

)
+
··
q1d

ξ2sgn(s) + β2

( ·
q2d −

·
q2

)
+
··
q2d


+

[
C11(q,

·
q) C12(q,

·
q)

C21(q,
·
q) C22(q,

·
q)

] [ ·
q1·
q2

]
+

[
f1(
·
q)

f2(
·
q)

]
,

(22)
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Equation (22) is important because it is used in the design of the next section. Substi-
tuting Equation (16) into Equation (11):

·
s = β

( ·
qd −

·
q
)
+
··
qd −M(q)−1

(
u− C(q,

·
q)
·
q− f (

·
q)
)

, (23)

Now, substituting Equation (21) into Equation (23):

·
s = β

( ·
qd −

·
q
)
+
··
qd

−M(q)−1M(q)
(

ξsgn(s) + β
( ·

qd −
·
q
)
+
··
qd + C(q,

·
q)
·
q + f (

·
q)− C(q,

·
q)
·
q− f (

·
q)
)

,
(24)

·
s = β

( ·
qd −

·
q
)
+
··
qd − ξsgn(s)− β

( ·
qd −

·
q
)
− ··qd, (25)

·
s = −ξsgn(s), (26)

This reaching law with the switching variable is used to achieve the switching mani-
folds. When ξ is too small, this results in big forces that require spending large amounts of
energy, or when ξ is too big, this results in intense chattering.

Remark 1. If Equation (12) is replaced with
·
s = −ξ1sgn(s1)− ξ2sgn(s2) , where s1 and s2 are

different sliding modes, discontinuous differential equation techniques would be used to frame this
problem into more of a dynamical system setting [35,36]. It would be one alternative to show the
applicability of the proposed approach to other more general and common real-world problems.

4. Optimization of SMC Using the Bat Algorithm

The SMC controller that was optimized with the Bat algorithm is shown in Figure 3.
The algorithm considers the position regulation of a two-DOF SCARA robot in order to
save energy by minimizing the forces that are required to move the two-DOF SCARA robot.
From the SMC in Equation (21), one Bat algorithm adjusts the gains β = diag(β1, β2) and
the other Bat algorithm adjusts the gains ξ = diag(ξ1, ξ2).
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Figure 3. Sliding mode controller with the Bat algorithm for a two-DOF SCARA robot.

Equations (27)–(36) describe the steps of the Bat algorithm that are used twice, one time
to adjust the gains β = diag(β1, β2) and the other time to adjust the gains ξ = diag(ξ1, ξ2).
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Suppose there are two virtual bats that correspond to the two DOFs of a two-DOF
SCARA robot; the information about bat i(i = 1, 2) is

〈xi, t, vi, t, fri, t, Ai, t, ri, t〉 (27)

where xi, t = (x1, t, x2, t) and vi, t = (v1, t, v2, t) are the position and velocity of bat i at
time t, respectively, and the frequency fri, t, loudness Ai, t, and emission rate ri, t are three
required parameters.

In the next generation, the velocity is updated as follows:

vi, t+1 = vi, t + (xi, t − pt) fri, t (28)

where pt is the best position that is found using

pt =

2
∑

i=1
xi, t

2
(29)

Equation (28) can be viewed as a combination of the inertia part vi, t and the influence
of pt. The frequency fri, t is changed according to

fri, t = frmin + ( frmax − frmin) randi,1 (30)

where frmax and frmin are the maximum and minimum values of the frequency, respectively,
and randi,1 is a random number that is generated using a uniform distribution within [0, 1].

To reflect the bat’s decision, the position is changed with some randomness. Let
randi,2 be a random number that is generated with a uniform distribution within [0, 1]; if
randi,2 < ri, t is satisfied, bat i will undergo the following global search pattern:

xi, t+1 = xi, t + vi, t+1 (31)

Otherwise, the following local search pattern is adopted:

xi, t+1 = pt + εi At (32)

where εi is a random number that is generated using a uniform distribution within [−1, 1]
and At is the average loudness of all bats:

At =

2
∑

i=1
Ai, t

2
(33)

After xi, t+1 = (x1i, t, x2i, t) is obtained with Equations (31) and (32), then xi, t+1 will
update its position as follows:

xi, t+1 =

{
xi, t+1 (randi,3 < Ai, t) and (g(xi, t+1) < g(xi, t))

xi, t otherwise
(34)

Equation (34) implies that the position is updated only when the following two conditions
are met: (a) it finds the better position, i.e., g(xi, t+1) < g(xi, t), (b) with a probability
randi,3 < Ai, t, where randi,3 is a random number that is generated using a uniform distribu-
tion within [0, 1]. If the position of the bat is updated, the corresponding loudness Ai, t+1
and emission rate ri, t+1 are also changed as follows:

Ai, t+1 = αAi, t (35)

ri, t+1 = ri, 1
(
1− e−γt) (36)
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where α > 0 and γ > 0 are two predefined parameters and Ai, 1 and ri, 1 are the initial
values for the loudness and emission rate, respectively.

The following four additional steps are included in the Bat algorithm to obtain the
values of the functions g(xi, t+1) and g(xi, t) for β = diag(β1, β2) and ξ = diag(ξ1, ξ2).

For the gains β = diag(β1, β2), these gains are equal to the positions of the Bat algorithm:

x1, t = β1, t
x2, t = β2, t

(37)

g(xi, t+1) and g(xi, t) are updated as follows:

[
uβ1, t+1
uβ2, t+1

]
=

[
M11(q) M12(q)
M21(q) M22(q)

]  ξ1, 1sgn(s) + x1, t+1

( ·
q1d −

·
q1

)
+
··
q1d

ξ2, 1sgn(s) + x2, t+1

( ·
q2d −

·
q2

)
+
··
q2d


+

[
C11(q,

·
q) C12(q,

·
q)

C21(q,
·
q) C22(q,

·
q)

] [ ·
q1·
q2

]
+

[
f1(
·
q)

f2(
·
q)

]
,

g(x1, t+1) = u2
β1, t+1

g(x2, t+1) = u2
β2, t+1

(38)

[
uβ1, t
uβ2, t

]
=

[
M11(q) M12(q)
M21(q) M22(q)

]  ξ1, 1sgn(s) + x1, t

( ·
q1d −

·
q1

)
+
··
q1d

ξ2, 1sgn(s) + x2, t

( ·
q2d −

·
q2

)
+
··
q2d


+

[
C11(q,

·
q) C12(q,

·
q)

C21(q,
·
q) C22(q,

·
q)

] [ ·
q1·
q2

]
+

[
f1(
·
q)

f2(
·
q)

]
,

g(x1, t) = u2
β1, t

g(x2, t) = u2
β2, t

(39)

where ξ1, 1 and ξ2, 1 are the initial conditions of ξ1, t and ξ2, t, respectively.
For the gains ξ = diag(ξ1, ξ2), these gains are equal to the positions of the Bat algorithm:

x1, t = ξ1, t
x2, t = ξ2, t

(40)

g(xi, t+1) and g(xi, t) are updated as follows:

[
uξ1, t+1
uξ2, t+1

]
=

[
M11(q) M12(q)
M21(q) M22(q)

]  x1, t+1sgn(s) + β1, 1

( ·
q1d −

·
q1

)
+
··
q1d

x2, t+1sgn(s) + β2, 1

( ·
q2d −

·
q2

)
+
··
q2d


+

[
C11(q,

·
q) C12(q,

·
q)

C21(q,
·
q) C22(q,

·
q)

] [ ·
q1·
q2

]
+

[
f1(
·
q)

f2(
·
q)

]
,

g(x1, t+1) = u2
ξ1, t+1

g(x2, t+1) = u2
ξ2, t+1

(41)

[
uξ1, t
uξ2, t

]
=

[
M11(q) M12(q)
M21(q) M22(q)

]  x1, tsgn(s) + β1, 1

( ·
q1d −

·
q1

)
+
··
q1d

x2, tsgn(s) + β2, 1

( ·
q2d −

·
q2

)
+
··
q2d


+

[
C11(q,

·
q) C12(q,

·
q)

C21(q,
·
q) C22(q,

·
q)

] [ ·
q1·
q2

]
+

[
f1(
·
q)

f2(
·
q)

]
,

g(x1, t) = u2
ξ1, t

g(x2, t) = u2
ξ2, t

(42)

where β1, 1 and β2, 1 are the initial conditions of β1, t and β2, t, respectively.
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The following two additional steps that are included in the Bat algorithm maintain
the bounds of the values for β = diag(β1, β2) and ξ = diag(ξ1, ξ2).

After xi, t+1 = (x1, t, x2, t) is obtained with Equation (34) and using Equation (37) for
the gains β = diag(β1, β2), xi, t+1 will update its position as follows:

xi, t+1 =

{
xi, t (βi, t < βimin) or (βi, t > βimax)

xi, t+1 otherwise
(43)

where βimax and βimin are the maximum and minimum values that βi, t can take.
After xi, t+1 = (x1, t, x2, t) is obtained with Equation (34) and using Equation (40) for

the gains ξ = diag(ξ1, ξ2), xi, t+1 will update its position as follows:

xi, t+1 =

{
xi, t (ξi, t < ξimin) or (ξi, t > ξimax)

xi, t+1 otherwise
(44)

where ξimax and ξimin are the maximum and minimum values that ξi, t can take.
The steps of the Bat algorithm that are used to obtain the best values of the gains

β = diag(β1, β2) are described by Equations (27)–(39), and (43).
The steps of the Bat algorithm that are used to obtain the best values of the gains

ξ = diag(ξ1, ξ2) are described by Equations (27)–(36), (40)–(42), and (44).
The pseudocode of the Bat algorithmis as follows:

1. Generate the bat population xi, 1 and initial velocity vi, 1, i = (1, 2).
2. Define the pulse frequency fri, 1 in xi, 1.
3. Initialize the values for the pulse rate ri, 1 and loudness Ai, 1.
4. While (t < maximum iteration number):
5. Update frequency ( fri, t+1) and velocity (vi, t+1) according to Equations (28) and (30),

respectively.
6. If (randi,2 < ri, t):
7. Update position (xi, t+1) according to Equation (31).
8. Otherwise, update position (xi, t+1) according to Equations (29), (32), and (33).
9. End If.
10. Determine the target functions g(xi, t+1) and g(xi, t) for β = diag(β1, β2) with

Equations (37)–(39) or determine the target functions g(xi, t+1) and g(xi, t) for ξ =
diag(ξ1, ξ2) with Equations (40)–(42).

11. If ((randi,3 < Ai, t) and (g(xi, t+1) < g(xi, t))):
12. Accept the new result xi, t+1 with Equation (34).
13. Decrease Ai, t+1 and increase ri, t+1 according to Equations (35) and (36), respectively.
14. End If
15. If ((βi, t < βimin) or (βi, t > βimax) ) or If ((ξi, t < ξimin) or (ξi, t > ξimax)):
16. Accept the past value of xi, t+1 with Equation (43) or (44).
17. End If

The objective function g0 that is used in the Bat algorithm to achieve this objective is
given by

ming0 = min
(
u2

1 + u2
2
)

subject to

βmin ≤ βt ≤ βmax

ξmin ≤ ξt ≤ ξmax

(45)
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As a comparison [37,38], the objective function g0 that is considered in the Simplex
algorithm to achieve this objective is given by

ming0 = min(u1 + u2)

subject to

βmin ≤ βt ≤ βmax

ξmin ≤ ξt ≤ ξmax

(46)

Remark 2. The proposed technique is applied to the SCARA robot with two DOFs; however,
this technique could be applied to other more complicated robots, such as the Schoenflies-Motion
Generator with four DOFs [39,40] or parallel robots with three DOFs by using the following
steps: (1) the dynamic model of the SCARA robot (Equation (6)) would be changed by the dynamic
model of the other robot, (2) the changed dynamic model would be used in the control design of
Equations (18)–(26) to obtain a different SMC, and (3) the different SMC would be used in the Bat
design of Equations (38)–(42).

5. Simulations

In order to demonstrate the effectiveness of the proposed controller, a position-tracking
problem of the two-DOF SCARA robot that is described Equations (3)–(6) was considered.
The purpose of the controllers was to save energy by minimizing the forces that are required
to move the two-DOF SCARA robot. Please note that in all the simulations, the sat function
was considered. This implies that the reaching law (Equation (12)) used the sat function
instead of the sign function.

Under this scenario, the initial positions of articulations 1 and 2 were 0 and 0, re-
spectively. The reference trajectory was proposed as a periodic form, as is shown in the
next equation:

qd =

[
q1d
q2d

]
=

[
0.5 sin(1.25t)
0.5 sin(1.25t)

]
(47)

The physical restrictions should be considered at this point to select the β and ξ since
they are critical for the speed and stability of system response, i.e., u ≤ umax. The reference
trajectory (Equation (47)) was evaluated because it was evaluated by many previous studies
and other reference trajectories that are different from Equation (47) could be evaluated
with similar results.

5.1. Optimization of a Sliding Mode Controller for a Two-DOF SCARA Robot Using the
Simplex Algorithm

As a comparison, the SMC with the Simplex algorithm of [37,38] is considered. In
order to save energy by minimizing the forces in the proposed controller, optimization was
carried out to find the values of the gains β = diag(β1, β2) and ξ = diag(ξ1, ξ2) using the
Simplex algorithm. The optimization process for the proposed sliding mode controller was
carried out offline. According to the description of the Simplex algorithm, the optimization
started with the initial values of the gains as β1 = diag(10, 10) and ξ1 = diag(10, 10) and
the parameters described in Table 1, which were evaluated using the SMC that is described
by Equations (21) and (22). Hence, if the objective function was able to save energy by
minimizing the forces with the Simplex algorithm that is described by Equation (46) for the
gains β = diag(β1, β2) = diag(xb1, xb2) and with the Simplex algorithm that is described
by Equation (46) for the gains ξ = diag(ξ1, ξ2) = diag(xp1, xp2), then the best values
were selected and stored. After using the Simplex algorithm, the best values of the gains
β = diag(β1, β2) = diag(xb1, xb2) and ξ = diag(ξ1, ξ2) = diag(xp1, xp2) were used in the
SMC that is described by Equations (21) and (22) for the position-tracking problem of the
two-DOF SCARA robot that is described by Equations (3)–(6).
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Table 1. Simplex algorithm parameters.

Parameter Symbol Value

Minimum gain value βmin 0
Maximum gain value βmax 100
Minimum gain value ξmin 0
Maximum gain value ξmax 100

5.2. Optimization of a Sliding Mode Controller for a Two-DOF SCARA Robot Using the
Bat Algorithm

The SMC with the Bat algorithm of this study is shown in Figure 3. In order to save
energy by minimizing the forces in the proposed controller, optimization was carried to
find the values of the gains β = diag(β1, β2) and ξ = diag(ξ1, ξ2) using the Bat algo-
rithm. The optimization process for the proposed sliding mode controller was carried
out offline. According to the description of the Bat algorithm, the optimization started
with the initial values of the gains as β1 = diag(10, 10) and ξ1 = diag(10, 10) and the
parameters described in Table 2, which were evaluated in the SMC that is described by
Equations (21) and (22). Hence, if the objective function was able to save energy by mini-
mizing the forces with the Bat algorithm that is described by Equations (27)–(39), and (43)
for the gains β = diag(β1, β2) = diag(xb1, xb2) and with the Bat algorithm that is described
by Equations (27)–(36), (40)–(42), and (44) for the gains ξ = diag(ξ1, ξ2) = diag(xp1, xp2),
then the best values were selected and stored. After using the Bat algorithm, the best values
of the gains β = diag(β1, β2) = diag(xb1, xb2) and ξ = diag(ξ1, ξ2) = diag(xp1, xp2) were
used in the SMC that is described by Equations (21) and (22) for the position-tracking
problem of the two-DOF SCARA robot that is described by Equations (3)–(6).

Table 2. Bat algorithm parameters.

Parameter Symbol Value

Loudness α 0.9
Pulse rate γ 0.9

Minimum frequency frmin 0.0
Maximum frequency frmax 100
Minimum gain value βmin 0
Maximum gain value βmax 100
Minimum gain value ξmin 0
Maximum gain value ξmax 100

6. Discussion

The evolution of the gain values of the SMC with the Simplex algorithm is shown in
Figure 4, where the end values of the gains were β = diag(xb1, xb2) = diag(42.1275, 26.0464)
and ξ = diag(xp1, xp2) = diag(40.0146, 69.9986). The gains that were obtained from the
optimization process of the Simplex algorithm were implemented in the SMC for a two-
DOF SCARA robot. The response regarding the position-tracking problem of the SMC
with the Simplex algorithm in Equation (46) for a two-DOF SCARA robot that is described
by Equations (3)–(6), which is denoted as Simplex, is shown in Figures 5–7 for the evolu-
tion of the forces u1 and u2, the joint positions q1 and q2, and the joint velocities qd1 and
qd2, respectively.
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The evolution of the gain values of the SMC with the Bat algorithm is shown in Figure 4,
where the end values of the gains were β = diag(xb1, xb2) = diag(16.5605, 17.4366) and
ξ = diag(xp1, xp2) = diag(10.0112, 10.3736). The gains that were obtained from the
optimization process of the Bat algorithm were implemented in the SMC for a two-DOF
SCARA robot. The response regarding the position-tracking problem of the SMC with the Bat
algorithm that is described in Equations (21), (22), and (27)–(44) for a two-DOF SCARA robot
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that is described in Equations (3)–(6), which was denoted as Bat, is shown in Figures 5–7 for
the evolution of the forces u1 and u2, the joint positions q1 and q2, and the joint velocities qd1
and qd2, respectively.

The RMSEs of the position errors e1 and e2 of Equation (48) and the forces u1 and u2
in Equation (48) for the position-tracking problem of the two-DOF SCARA robot that was
solved using the SMC with the Simplex algorithm that is described in Equations (21), (22),
and (46), which is denoted as Simplex, and by using the SMC with the Bat algorithm in
Equations (21), (22), and (27)–(44), which is denoted as Bat, are shown in Table 3.

RMSEe1 =

√
10∫
1

e2
1dt

RMSEe2 =

√
10∫
1

e2
2dt

RMSEu1 =

√
10∫
1

u2
1dt

RMSEu2 =

√
10∫
1

u2
2dt

(48)

Table 3. Performance of the SMC.

RMSEu1 RMSEu2 RMSEe1 RMSEe2

Simplex 214.2696 85.3328 2.1358 × 10−5 2.1445 × 10−5

Bat 203.8097 78.6126 2.0201 × 10−5 2.0223 × 10−5

In some cases, the gains for the sliding mode controller were acquired according to
the experience of controller designers and simulations. However, the tuning process is
sometimes hard and complex due to certain processes, systems, or particular situations.
Recent works that are discussed at the beginning of this work presented several techniques
to save energy by minimizing the forces; however, they require the tuning of several
gains. Thus, other advances proposed adaptation laws as a response to save energy
by minimizing the forces in complicated processes with multiple conditions; however,
they require that the process or system present motion or load changes throughout their
operation since they start from certain initial gains. The magnitudes of the forces depend
on a correct selection of sliding mode controller gains. Hence, the methodology that is
presented in this paper helps to find the gains using the Bat algorithm, which requires
few iterations and a small population, i.e., the required forces are minimized and energy
is saved; moreover, it is simple, flexible, and easy to implement. The results show an
improvement in the minimization of the forces. Although there were favorable results
when using this methodology, it should be applied offline since this requires a minimum
number of interactions to optimize. Finally, this feature can be considered as a disadvantage
for some systems but an attractive solution for other systems.

7. Conclusions

The design of a sliding mode controller with a reaching law was proposed for a two-
DOF SCARA robot. Sliding mode control is a robust control technique thatis used due to its
resistance against parametric variation and external disturbances. However, the resulting
big forces require high amounts of energy. In order to save energy by minimizing the forces,
optimization of the sliding mode controller gains usingthe Bat algorithm was implemented.
The SMC was simulated and the phase plane for the errors and their derivative positions
of each link of a two-DOF SCARA robot was presented. In the simulation, the behavior
of the forces was foundfor the position-tracking problem. Then, a simulation of the SMC
that used the Bat algorithm for optimizationwas designed and implemented. Lastly, the
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simulation of the proposed controller showed an improvement with regard to saving
energy by minimizing the forces in the position-tracking problem for a two-DOF SCARA
robot. In the future, differential evolution or genetic algorithms will be compared with the
Bat algorithm and experimental results will be shown.
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