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Abstract: Due to the similar chemical composition and matrix effect, the accurate identification
of mineral pigments on wall paintings has brought great challenges. This work implemented an
identification study on three mineral pigments with similar chemical compositions by combining
LIBS technology with the K-nearest neighbor algorithm (KNN), random forest (RF support vector
machine (SVM), back propagation artificial neural network (Bp-ANN) and convolutional neural
network (CNN) to find the most suitable identification method for mural research. Using the
SelectKBest algorithm, 300 characteristic lines with the largest difference among the three pigments
were determined. The identification models of KNN, RF, SVM, Bp-ANN and CNN were established
and optimized. The results showed that, except for the KNN model, the identification accuracy of
other models for mock-up mural samples was above 99%. However, only the identification accuracy
of 2D-CNN models reached above 94% for actual mural samples. Therefore, the 2D-CNN model was
determined as the most suitable model for the identification and analysis of mural pigments.

Keywords: laser-induced breakdown spectroscopy; machine learning method; mural pigment;
rapid identification

1. Introduction

Dunhuang Mogao Grottoes preserve the world’s largest and most complete exquisite
murals [1]. Due to various natural disasters and human factors, the murals have very
serious degradation, which makes it difficult for relevant personnel to analyze, protect and
extract historical information. For example, different shades of green in the same mural
are actually the same pigment. Moreover, due to the similar elemental composition and
complex matrix effects of some pigments [2], it is challenging to identify different mineral
pigments by spectroscopy. At the same time, the production process of the Dunhuang
murals has not been recorded, and the in situ analysis data of mineral pigments are
missing. Therefore, an efficient and accurate identification method is urgently needed
to provide important reference and data support for mural protection, restoration and
material identification.

In recent years, many detection techniques have been applied to mural detection, such
as Fourier transform infrared spectroscopy (FT-IR) [3], Raman spectroscopy (Raman) [4], X-
ray diffraction (XRD) [5] and more. For murals unable to be moved, such as the multi-layer
structure murals of Mogao Grottoes, they have some limits, such as the detection range [6],
serious surface organic interference [7] and the need for vacuum conditions [8]. Although
some portable spectrometers have been used for in situ analysis in caves, the depth of
measurement cannot be controlled [9]. Laser-induced breakdown spectroscopy (LIBS) has
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the advantages of a no-sample preparation and pretreatment, simultaneous multi-element
simultaneous measurement, in situ analysis and multi-layer structure information analysis,
which fully meets the detection requirements of Mogao Grottoes murals. Before this work,
we conducted some meaningful studies on Mogao Grottoes murals [10–12]. For example,
by coupling with the principal component analysis (PCA) method, a classifiable pigment
size model was constructed and successfully applied to the pigment size classification
on real murals. LIBS was used for depth profile analysis of green coatings by combining
cross-sectional analysis with optical microscopy to obtain a fitting relationship between
ablation depth and laser ablation pulse number.

Due to the influence of laser energy unsteadiness, sample surface evenness and matrix
effect on LIBS characteristic spectrum [13–15], LIBS technology is often combined with
the advanced machine learning model based on multivariate statistical technology to
improve the identification accuracy of materials with similar chemical compositions. Qi
et al. [16] successfully classified ceramics of different ages by combining LIBS technology
with random forests. Duchene et al. [17] significantly improved the recognition rate of
unknown spectra obtained in the laboratory by combining soft independent modeling of
class analogy (SIMCA) and partial least-squares discriminant analysis (PLS-DA). In order
to promote the separation of different binders used in murals, Bai et al. [18] used LIBS and
PCA to prove that 266 nm laser wavelength can obtain better performance.

As a special machine learning method, deep learning has unique advantages in feature
selection, neural network training and high-dimensional data processing [19,20], among
which convolutional neural network (CNN) is one of the most widely used deep learning
models. Sang et al. [21], through the combination of Raman technology and CNN, realized
the identification of the mineral Raman spectrum in the RRUFF dataset and obtained
high accuracy.

In this study, LIBS spectral data were combined with five machine learning methods
for the first time, including K-nearest neighbor (KNN), RF, SVM, Bp-ANN and CNN,
which were applied to mineral pigments with similar chemical compositions. It provided
a new method for rapid in situ recognition of mural pigments. Using the SelectKBest
algorithm, 300 characteristic lines with the largest difference among the three pigments were
determined. The identification models of KNN, RF, SVM, Bp-ANN and two-dimensional
convolutional neural network (2D-CNN) were established and optimized. The 2D-CNN
model was determined as the most suitable model for the identification and analysis of
mural pigments.

2. Experiment and Methods
2.1. Experimental Setup

A detailed description of the experimental device and its central part was the same
as our previous work [22]. Briefly, a laser (Dawa-100, Beamtech Co., Ltd., Beijing, China)
at 1064 nm delivered 5 ns and 10 mJ laser pulses to the samples after being focused by
a lens of 100 mm focal length for the LIBS measurements. The sample was fixed on an
XYZ-3D linear stage so that the laser could ablate different positions. A center-to-center
distance of 0.5 mm was left between neighboring craters. After plasma was induced on the
sample, a convergent lens was placed at a 45◦ angle with respect to the laser beam direction
to focus the plasma emission signal. Then the signal was collected by an echelle grating
spectrometer (LTB, ARYELLE200) using optical fiber and detected using the intensified
charge-coupled device (ICCD) detector.

2.2. Samples

Due to the preciousness of murals, spectral data could not be collected in large quan-
tities on the actual murals. Therefore, we needed to make mock-up mural samples in
the laboratory, as shown in Figure 1a. The pigments used were made according to the
traditional mineral pigment processing method in Lhasa, Tibet. To ensure that the pigments
were consistent with those used in the actual murals, the compositions of these mineral



Chemosensors 2022, 10, 389 3 of 15

pigments were tested using the XRD and FT-IR techniques. This method can be found in
our previous work [22]
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Figure 1. (a) Mock-up mural samples in the laboratory, (b) actual mural fragment from the
Mogao Grottoes.

In this experiment, three kinds of mineral pigments were selected. Mineral pigments
are not adhesive, so the ancients usually added binding media. Therefore, to reproduce
the secco technology used in the Mogao Grottoes, the production process of mock-up
mural samples was divided into material preparation, plaster layer production, binding
media solution preparation and painted layer production. The area of the paint layer was
4 × 2 cm2, and the thickness was 2 mm. These relatively thick painting layers ensure that
the collected LIBS spectral data only contained information from the painting layer.

We collected a fragment of a collapsed Buddha statue in a cave for experimental
analysis, which can be traced back to the Yuan Dynasty, to successfully apply the iden-
tification methods to in situ analysis. We studied three areas of the painted layer on the
mural fragment, which were azurite, malachite and atacamite, as shown in Figure 1b. The
fragment is currently stored in the laboratory of the Dunhuang Research Institute.

2.3. Spectral Acquisition and Data Processing

In this work, two mock-up mural samples were prepared for each pigment, and 200
and 100 spectral data were measured, respectively. A total of 900 spectra were collected, of
which 600 spectra were the training set and 300 spectra were the test set of the mock-up
mural samples. All spectra of the training set were the result of five accumulated scans, and
the two times were averaged to reduce the unsteadiness caused by the laser pulse energy
jitter. The spectral intensity range was adjusted between 0 and 1 by min-max normalization
to reduce the system load and speed up the algorithm process.

Although the actual mural fragments are very precious, to ensure the accuracy of the
model in situ analysis, we needed to collect 50 LIBS spectra in each of the three regions
of the actual mural fragment. Figure 2 shows the classic LIBS spectra of three mineral
pigments with Cu as the main element. The chemical formulas of azurite, malachite
and atacamite are 2CuCO3·Cu(OH)2, Cu2CO3(OH)2 and Cu2(OH)3Cl, respectively. The
difference in their chemical formulas was very small, and in the process of laser ablation,
the main element of the three pigments was Cu, while LIBS technology only reflected the
elemental composition, which makes their LIBS spectra similar.

The characteristic spectral lines intensity of several main elements in three mineral
pigments was obvious, and the same trend was shown, which brought some challenges to
the classified work.
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2.4. Methods
2.4.1. K-Nearest Neighbor

KNN identification [23,24] is one of the most fundamental and simple identification
methods, which is widely used in character recognition, text identification, image recog-
nition and other fields. When KNN performs the identification task, the model measures
the distance from an unknown sample set to each known sample set. Then K-known
samples nearest to the unknown sample set are selected to let each neighbor “vote”, and
the unknown samples are classified as the type with the largest proportion among the
K-neighboring samples.

The advantages of this method are simple structure, short training time and usefulness
for identification and regression problems. When the number of samples is not balanced, it
is difficult due to the small number of samples.

2.4.2. Support Vector Machine

SVM [25,26] is one of the most influential methods in supervised learning, which is a
machine learning method based on statistical learning theory. It can construct hyperplanes
or hyperplane sets in high-dimensional space and be used for identification, regression or
other tasks. For two-dimensional data, the hyperplane is the line between two categories
that most effectively separates the data. The test points or query points are then mapped
into that same space and predicted to belong to a category based on which side of the gap
they fall on.

This is its strength that can effectively solve computational complexity and high-
dimensional problems, and it also has a better effect in dealing with nonlinear ques-
tions. But it is less sensitive to data, and difficult to find a suitable kernel function for
nonlinear problems.

2.4.3. Random Forest

RF [27,28] is one of the most used machine learning ensembles. RF builds a forest with
many decision trees from randomly extracting training data. Each decision tree can give
the identification output of unknown test samples. Lastly, according to the identification
output results of all decision trees, the final identification output of the unknown test
sample is provided. If a category obtains more output times, the unknown test sample is
more likely to belong to it.

Its calculation process is simple and advantageous to understanding and interpretation;
but it is easy for overfitting phenomena to occur. Moreover, when the number of samples is
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inconsistent, the results of information acquisition tend to be the type with more samples
in the decision tree.

2.4.4. Back Propagation Artificial Neural Network

Bp-ANN [29,30] is one of the most classical neural network models, which trains the
identification model through feedforward calculation and backpropagation calculation. It
is composed of input, hidden and output layers, which are responsible for information
input, information transfer, cumulative calculation, and information output, respectively.

Its advantages are high identification accuracy, outstanding storage, learning ability
and excellent memory ability. However, the deficiencies are that the training time is long
and the learning process cannot be observed; more arguments are needed.

2.4.5. Convolutional Neural Network

CNN [31,32] is a feedforward neural network with convolution calculation and
deep structure, which is generally composed of input, convolution, pooling and full
connection layers.

The first layer of CNN is the input layer that contains the spectral data. Since 2D-CNN
is used in this work, CNN employs a matrix as input (in 1D-CNN, CNN employs a vector
as input). Then, each input is convolved with a convolution kernel matrix of 3 × 3, and
the feature matrix with relatively few values is obtained. All these values will constitute a
new output feature matrix by introducing the activation function. Figure 3a shows how the
convolution kernel performed feature extraction.
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The pooling layer is mainly applied to reduce the dimension of the feature matrices
and the number of network parameters. This work uses maximum pooling. After extracting
features in the convolution layers, the 2 × 2 matrix is used to further reduce the dimension
of the feature matrices. This process only extracts the maximum value in each matrix to
filter out useless information. In this way, it is possible to simplify the complexity of the
neural network and improve the operation speed. Figure 3b shows how the max-pooling
layers are employed to scan the feature matrices.
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Then, the extracted feature information is flattened into a vector, and the identification
task is completed through the full connection layer according to the weight matrix and
deviation parameters. Finally, the vector is entered into the final layer, and the probability of
corresponding categories of each test sample is obtained by the Softmax function. Figure 3c
shows the flattening process and how a fully connected classifier is employed to classify
the information extracted from the previous convolution and max-pooling layers.

CNN can lightly process high-dimensional data and automatically extract feature
information. Nonetheless, valuable information may be lost in the pooling layer, and the
increase in network structure may lead to longer computing time.

3. Results and Discussion
3.1. Spectral Feature Selection

Considering that the number of input features is not only directly related to the accu-
racy of model identification but also affects the computational efficiency, the SelectKBest
algorithm was selected to select the best feature set for the subsequent data analysis pro-
cess [33]. The difference between the three types of samples was determined by calculating
the correlation between the intensity of each spectral pixel and the intensity of all training
spectral pixels. And the advantage of this method is that it can reduce the data dimension
and ensure the main difference information of the spectrum. The correlation between
42,841 pixels in the spectrum was calculated, and the spectral pixels scored in the top
300 were retained. These pixels will be used as characteristic wavelengths in the train-
ing set and test set to ensure the spectral characteristics of the whole operation process
are consistent.

The results of feature selections are shown in Figure 4. The spectral differences are
mainly Cu I, Cu II, Fe II, CI, Mn II, Si I, Al I and Mg II. This indicated that trace elements
play a leading role in the identification process. The spectral contour of Cu I 521.81 nm is
amplified and displayed To more clearly see the pixels that constitute the spectral contour.
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3.2. Construction and Optimization of Machine Learning Models

All the models used in this work were verified by a five-fold cross-validation method
to ensure the reliability and generalization ability of the classified results. The training set
was divided into five parts, taking turns to train four parts and then verifying one part.
The accuracy of the algorithm can be obtained by averaging the five results.
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3.2.1. K-Nearest Neighbor

In this part, the distance metric used in the model was a Euclidean distance. To the
best of our knowledge, the K value is of great significance to the calculation results of KNN.
Therefore, after the model was constructed, the selection of the K value was optimized, as
shown in Figure 5. When K = 3, the accuracy of the model was the highest, and when the K
value gradually increased, the accuracy decreased until stabilized.
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We applied the optimized model to the test set data. As shown in Table 1, the average
accuracy of the mock-up mural set reached 80.33%, while that of the actual mural set was
only 64.67%. The reasons for low accuracy include: LIBS spectra of three pigments are
similar and KNN is based on distance metric equation to determine similarity, which leads
to identification error.

Table 1. Confusion matrix and accuracy of KNN identification model for three samples.

Confusion Matrix Identification
Performance

Sample
Label

Model-Predicted Class

Azurite Malachite Atacamite Accuracy
(%)

Average
(%)

Mock-up
sample

Azurite 65 11 24 65

80.33Malachite 22 76 2 76

Atacamite 0 0 100 100

Actual
sample

Azurite 0 0 50 0

64.67Malachite 2 47 1 94

Atacamite 0 0 50 100

3.2.2. Support Vector Machine

For the SVM model, the radial basis function (RBF) was selected as the kernel function.
The penalty parameter (c) and kernel function parameter (g) were optimized. Through the
grid search method, in a wide range (2−10–210), we determined that c is 4 and g is 0.047, as
shown in Figure 6a. It can be clearly seen that the diagnostic accuracy of the SVM model
changed with different c and g values. A further search was needed in a smaller range to
get more accurate results. Figure 6b shows the search results in a small range (2−2–24). The
best diagnostic results can be acquired from the SVM method at c = 8 and g = 0.062.
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This model was used to classify test sets, and the accuracy is shown in Table 2. The
average accuracy of the mock-up mural samples is as high as 100%. The average accuracy
of an actual mural fragment was only 66.67%; all the spectral data of azurite are completely
incorrectly identified. The reason for the unsatisfactory accuracy is that actual murals
are seriously affected by surface organic matter, resulting in the uneven strength of trace
elements, so the identification accuracy is poor.

Table 2. Confusion matrix and accuracy of SVM identification model for three samples.

Confusion Matrix Identification
Performance

Sample
Label

Model-Predicted Class

Azurite Malachite Atacamite Accuracy
(%)

Average
(%)

Mock-up
sample

Azurite 100 0 0 100

100Malachite 0 100 0 100

Atacamite 0 0 100 100

Actual
sample

Azurite 0 0 50 0

66.67Malachite 0 50 0 100

Atacamite 0 0 50 100

3.2.3. Random Forest

There are two important parameters in RF, one is the number (n) of decision trees,
and the other is the number (m) of sample predictors at the tree node. The particle swarm
optimization (PSO) algorithm was used to optimize the model. When the particle swarm
size was 20, n = 79 and m = 37, the fitness curve was drawn according to the optimal fitness
of the training sample obtained from the minimum fitness of each generation, as shown in
Figure 7. The curve became stable when the epochs were 28 and 23 in the mock-up mural
samples and actual mural fragment. The declining curve represented the effectiveness of
the algorithm. Based on the above optimization, the RF prediction model was applied to
the test set, and we found that this result of RF was the highest so far, as shown in Table 3.

In the mock-up mural samples, all spectral data were accurately classified, and the
average accuracy rate reached 100%, as shown in Table 3. The identification accuracy of
three pigments on actual murals reached 83.33%, and the identification results of azurite
samples were improved. However, this result still did not meet our expectations because
the accuracy of the azurite was unqualified.
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Table 3. Confusion matrix and accuracy of RF identification model for three samples.

Confusion Matrix Identification
Performance

Sample
Label

Model-Predicted Class

Azurite Malachite Atacamite Accuracy
(%)

Average
(%)

Mock-up
sample

Azurite 100 0 0 100

100Malachite 0 100 0 100

Atacamite 0 0 100 100

Actual
sample

Azurite 41 0 9 82

83.33Malachite 0 47 3 94

Atacamite 13 0 37 74

3.2.4. Back Propagation Artificial Neural Network

In the Bp-ANN identification model, the used neural network structure had three
layers, which were the input, hidden and output layers. We optimized the number of
neurons in the hidden layer, as shown in Figure 8. The results showed that the accuracy of
mock-up mural samples corresponding to each neuron is almost the same, but when the
number of neurons was eight, the accuracy of the actual mural fragments was the best.

The final prediction results are shown in Table 4. The average accuracy of mock-up
mural samples and actual mural fragments was 99.67% and 72.67%, respectively. This result
was not as good as the RF model. Only 27 of the 50 spectral data for azurite were accurately
identified, and the rest were identified as atacamite. At the same time, the 16 spectra of
atacamite were considered to be azurite. The main reason for error identification was the
same as the SVM model.

Table 4. Confusion matrix and accuracy of Bp-ANN identification model for three samples.

Confusion Matrix
Identification Performance

Sample
Label

Model-Predicted Class

Azurite Malachite Atacamite Accuracy
(%) Average (%)

Mock-up
sample

Azurite 100 0 0 100

99.67Malachite 1 99 0 99

Atacamite 0 0 100 100
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Table 4. Cont.

Confusion Matrix
Identification Performance

Sample
Label

Model-Predicted Class

Azurite Malachite Atacamite Accuracy
(%) Average (%)

Actual
sample

Azurite 27 0 23 54

72.67Malachite 0 48 2 96

Atacamite 16 0 34 68
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3.3. Two-Dimensional Convolutional Neural Network

Since the input data of 2D-CNN was a matrix, 300 feature peaks needed to be con-
structed into a matrix of 20 × 15. Figure 9 is the schematic of this process. The data
form of the training and test sets were consistent with the above methods, and five-fold
cross-validation was still used to ensure the reliability and generalization ability of the
calculation results. In the process of constructing the 2D-CNN identification model, we
optimized the number of convolution blocks, channels and dropout rate.
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Firstly, considering the small amount of data, the single and double convolution
blocks with different number channels were selected as the alternative. The batch size was
64, the activation was Sigmoid function, and each training process was terminated after
2500 epochs. It can be seen from Figure 10a that in the case of a single Conv block when the
number of channels was one, the accuracy reaches the maximum value with the increase of
epoch about 500 times. But due to excessive fitting, the subsequent accuracy was reduced.
And the loss value also converges, as shown in Figure 10b. For the double Conv block, in
the case of 15 channels, the accuracy was the best when epochs were about 2300, as shown
in Figure 10c. The loss value was also reduced to stable, as shown in Figure 10d.
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The optimization results are shown in Figure 11. For the single Conv blocks, when
the number of channels was one, the accuracy reaches 0.8566, and the loss was reduced
by 0.0873. For the double Conv blocks of 15 channels, the accuracy was 0.8266, and the
minimum loss was 0.0319. In contrast, the result of a single convolution block with one
channel was the best. Hence, the optimized framework of 2D-CNN consisted of a sequential
distribution of single Conv blocks with one channel and a fully connected classifier.

To further improve the accuracy, the dropout regularization technique [34] was used
to avoid overfitting due to the relatively small amount of data. The validation accuracy
with a dropout rate ranging from 0 to 0.9 was compared. As shown in Figure 12, when the
dropout rate was 0.3, the validation loss reached the minimum value of 0.0471, a 35.15%
decrease compared with the non-regularized model (dropout rate = 0). Meanwhile, the
validation accuracy was increased to 0.8733. Although the accuracy was higher when the
dropout rate was 0.2, the loss was 11.31% higher than the cost-increasing model. Therefore,
the dropout rate in the model was set to 0.3.

The optimized 2D-CNN model was applied to the test set, and the results are shown
in Table 5. For the spectra of mock-up mural samples, the average accuracy was 100%.
The accuracy of the actual mural fragment data was increased to 94%, among which the
wrong samples included three spectra of azurite classified as atacamite, and six spectra of
atacamite were classified as azurite. This result has been greatly improved compared with
the common machine learning methods.
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Table 5. Confusion matrix and accuracy of 2D-CNN identification model for three samples.

Confusion Matrix Identification
Performance

Sample
Label

Model-Predicted Class

Azurite Malachite Atacamite Accuracy
(%)

Average
(%)

Mock-up
sample

Azurite 100 0 0 100

100Malachite 0 100 0 100

Atacamite 0 0 100 100

Actual
sample

Azurite 47 0 3 94

94Malachite 0 50 0 100

Atacamite 6 0 44 88
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The identification results of all machine learning methods on the test set under optimal
conditions were directly compared, as shown in Figure 13. In addition to the KNN, the
accuracy of several methods for mock-up mural samples was relatively average, which can
reach about 100%. For actual mural samples, only 2D-CNN can meet the requirements of
rapid identification and analysis in Dunhuang Mogao Grottoes.
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Figure 13. The accuracy comparison results of all methods for mock-up mural samples and actual
mural fragments.

In 2018, Fan et al. [35] classified 38 mineral pigments using the SAM method, and
the result was 94%. Although they used more pigments than we did, they only classified
the model samples. For simulated samples, the 2D-CNN model yielded 100%. For real
murals with uneven surfaces, the results calculated by the 2D-CNN model were also 100%.
Therefore, 2D-CNN was identified as the most suitable identification method for mineral
pigment analysis in murals.

4. Conclusions

In this study, LIBS technology combined with a machine learning method was used
to accurately identify and classify three mineral pigment samples with Cu as the main
element. Firstly, the SelectKBest algorithm was used to screen the spectral characteristics,
and 300 characteristic spectral lines with the largest difference among the three pigments
were determined to improve the calculation speed by reducing the calculation amount. The
identification models of KNN, SVM, RF, Bp-ANN and 2D-CNN were established, and their
important parameters were optimized. Including K value, the penalty parameter (c) and
kernel function parameter (g), the number of decision trees (n) and the number of sample
predictors at the tree node (m), the number of neurons, the number of channels, the number
of convolution layers and dropout rate.

The results showed that the accuracy of other models was more than 99% for the
mock-up mural samples except for the KNN model. However, for actual mural samples,
their accuracy rates were 64.67%, 66.67%, 83.33%, 72.67% and 94%, respectively. Therefore,
this study identified the great potential of 2D-CNN in the identification of mural pigments,
which can provide a new method for the accurate identification of pigments with similar
chemical compositions.
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