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Abstract

:

This study is aimed at estimation of the exchange rate volatility and its impact on the business cycle fluctuations in four central and eastern European countries (the Czech Republic, Hungary, Poland, and Romania). Exchange rate volatility is estimated with the EGARCH(1,1) model. It is found that exchange rate volatility is affected by the components of the Index of Economic Freedom from the Heritage Foundation, besides inflation and crisis developments. The empirical results using GMM estimation technique and comprehensive robustness checks suggest that exchange rate volatility reduces the risk of recession in the Czech Republic while the opposite effect is found for Hungary and Romania, with a neutrality for Poland. These findings continue to hold after controlling for the fiscal and monetary policy indicators. There is evidence that the RER undervaluation prevents sliding into a recession on a credible basis in Poland only, with a neutral stance for other countries. Except in Romania, higher levels of economic freedom is associated with worsening of the cyclical position of output. Among other results, stabilization policies in the recession imply fiscal tightening for the Czech Republic and Romania, higher money supply for the Czech Republic and Poland, and lower central bank reference rate for Hungary.
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1. Introduction


Exchange rate volatility represents short-term fluctuations of nominal (real) exchange rates about their longer-term trends, while currency misalignment refers to a significant deviation of the actual real exchange rate (RER) from its equilibrium level (Frenkel and Goldstein 1991). Generally, variability of RERs reflects variability of nominal exchange rates. Empirical results on the exchange rate volatility effects on economic growth are rather ambiguous, being sensitive to the choice of estimators, control variables, the time period and the sample taken under consideration, country-specific factors or the sample of countries chosen (for panel studies) (Boar 2010).



Some empirical studies do not find any significant link between exchange rate volatility and economic performance (Ghosh et al. 2003). Other studies are in support of causality between exchange rate volatility and economic growth, with both positive and negative effects being observed. Favorable effects of exchange rate flexibility are found by Edwards and Levy-Yeyati (2005). However, evidence of a negative relationship between exchange rate volatility and economic growth is found for developed and industrial countries (Holland et al. 2013; Jamil et al. 2012; Janus and Riera-Crichton 2015; Papadamou et al. 2016), middle-income countries (Aizenman et al. 2018), as well as developing ones (Dollar 1992). Other studies are rather ambiguous. For example, Bleaney and Greenaway (2001) found for 14 sub-Saharan African countries that volatility exerts negative effects on investment but not on economic growth. Another study of 125 countries finds that exchange rate fluctuation has different effects on economic growth in different countries (Han 2020). Schnabl (2009) highlights the negative effect of volatility on economic growth in several European and Asian countries. Similar results are obtained for the CEE countries by Arratibel et al. (2011); Boar (2010); and Morina et al. (2020).



For developing and emerging countries, volatility seems to be more harmful under a flexible exchange rate regime and financial openness (Barguellil et al. 2018). However, Furceri and Zdzienicka (2012) and Tsangarides (2012) found that countries with a more flexible exchange rate regime tend to experience lower production losses during periods of financial crises. As argued by Schnabl (2009), the mixed results on the link between exchange rate volatility and economic growth can be explained by the country-specific factors such as the level of financial markets development, human capital endowments, as well as institutional features.



Most studies employ conditional volatility measures, for example Antonakakis and Darby (2012); Holland et al. (2013); and Jamil et al. (2012), including studies for the central and eastern European (CEE) countries (Firdmuc and Horváth 2007; Miletić 2015). As alternative measures for exchange rate volatility, standard deviations of monthly exchange rate changes or percent exchange rate changes are used as well (Caporale et al. 2011; Janus and Riera-Crichton 2015; Hau 2002; Morina et al. 2020; Schnabl 2009).



Among controlling variables, the real exchange rate (RER) misalignment and institutional features are worth attention. A number of studies indicate that a more depreciated (undervalued) exchange rate is favorable for economic growth (Béreau et al. 2012; Hausmann et al. 2005), especially for developing and emerging countries (MacDonald and Vieira 2010), though opposite results are not lacking as well (Ahmed et al. 2002; Karadam and Ozmen 2016; Morvillier 2020; Ribero et al. 2020). For nine CEE economies, it is found that exchange rate overvaluation has a negative impact on economic growth, with a stronger effect than undervaluation (Cuestas et al. 2019).



Most of the empirical studies provide evidence that institutions matter for economic growth both in general and in a host of interesting specific contexts (Durlauf 2018). Particularly, there is a positive link between economic freedom and economic performance (De Haan and Sturm 2000), including CEE countries (Uzelac et al. 2020), though not all aspects of economic freedom affect economic growth (Justesen 2008).



This study is aimed at estimation of the exchange rate volatility and its impact on the output fluctuations in four CEE countries (the Czech Republic, Hungary, Poland, and Romania). The Generalized Autoregressive Conditional Heteroscedasticity (GARCH) method is used to model exchange rate volatility and the Generalized Method of Moments (GMM) is used to examine the effect of exchange rate volatility on the business cycle. Our main contribution lies in adopting a more comprehensive approach in studying output effects of exchange rate volatility by integrating volatility and currency misalignment with institutional dimensions.



The rest of the paper is organized as follows. Section 2 presents a survey of relevant literature. In Section 3 data and methods are outlined. Section 4 discusses empirical results and Section 5 concludes.




2. Literature Survey


2.1. Exchange Rate Volatility and Economic Growth


Exchange rate volatility has advantages in the case of adjustment to real asymmetric shocks, as there is no need for slow and costly real exchange rate adjustments to be carried out through relative price and productivity changes under price and wage rigidities, as is the case for a fixed exchange rate regime (Edwards and Levy-Yeyati 2005). For small countries, pegging of a currency may lead to its overvaluation and currency crises, magnifying the effects of asymmetric shocks (Edwards 2011). Besides absorbing properties or resilience to currency crises, a switch to free or managed floating is motivated by high capital mobility and financial innovations (Boar 2010).



Traditional view of the exchange rate as a shock absorber that substitutes for the lack of nominal price flexibility implies a higher volatility in the face of real shocks, especially foreign ones. As argued by Devereux and Engel (2002), exchange rates may be highly volatile because they reflect monetary factors and have little effect on macroeconomic variability:


  Δ  e t  =    (  1 +  (  σ / r  )   )   (  Δ  m t  − Δ  m t ∗   )  +  (  σ / r  )   υ t     [   (  σ / r  )  + ρ  (  θ −  (  1 −  θ ∗   )   )   ]    ,  



(1)




where    e t    is the nominal exchange rate measured as the price of foreign currency in terms of domestic currency (a rise in    e t    means a nominal depreciation),    m t      and    m t  ∗       are domestic and foreign money supply, respectively,    υ t    measures bias in the conditional forecasts of the future exchange rate,   ρ     is the discount factor,  θ  and    θ ∗      are shares of profit due to distribution of domestic and foreign products.



Excess volatility is presented as follows:


  V a  r  t − 1   ( Δ  e t  ) =      (  1 +  (  σ / r  )   )   2  V a  r  t − 1    (  Δ  m t  − Δ  m t ∗   )     Φ 2   [  1 −    [  κ σ / r Φ  ]   2   ]    ,  










  Φ =  [   (  σ / r  )  + ρ  (  θ −  (  1 −  θ ∗   )   )   ]  ,  



(2)




where   κ     is the coefficient of proportionality between the conditional variance of the exchange rate and the conditional variance of    υ t   . Exchange rate volatility depends only on the volatility in relative money supply and becomes much higher than shocks to economic fundamentals, thus creating “disconnect” from the rest of the economy.



Addressing the latest phenomenon of extremely low short-term interest rates, Corsetti et al. (2017) in a tractable model show that a float has advantages in the case of deflationary demand shocks abroad as it is necessary to offset not only the collapse in external demand but deflation abroad as well. Formally, expression for the equilibrium exchange rate presents as follows:


   e t  =  E t    ∑   k = 0  ∞   (   r  t + k  ∗  −  r  t + k   +  π  H , t + k   −  π  t + k  ∗   )  +  (   p  H , t − 1   −  p  t − 1  ∗   )  ,  



(3)




where    r  t       and    r t ∗   ,    π  H , t     and    π t ∗      are domestic and foreign nominal interest rates and price inflation, respectively,    p  H , t     and    p t ∗    are the price indices of domestically produced goods and consumer prices abroad, respectively, and    E t      is the expectations operator. Equation (3) implies that present nominal exchange rate depends on the future gaps in real interest rates and the lagged term of trade. If there is a liquidity trap, the domestic currency depreciates in nominal and real terms thus insulating from domestic economy from foreign deflationary pressure.



While the “exchange rate disconnect” implies that the exchange rate volatility depends only on fundamentals, such as the relative money supply, the interest rate and output growth differentials, or terms of trade, is downplayed by the scapegoat theory of exchange rates. It is argued by Bacchetta and van Wincoop (2013) that changes in the exchange rate are dependent not only on some observable fundamentals but on changes in expectations of structural parameters as well:


  Δ  e t  =   f   t − i  ′   (   (  1 − λ  )   β t  + λ  E t   β t   )  +  (  1 − λ  )   b t  + λ   ∑   i = 1  T    f   t − i  ′   (   E t   β  t − i   −  E  t − 1    β  t − i    )  ,  



(4)




where    β t    is the vector of time-varying true structural parameters,    E t   β t    is the vector of expected parameters at time t,    b t    is the unobserved fundamental, and  λ  is the discount factor    (  0 < λ < 1  )   . As investors do not know the value of true structural parameters    β t    and their time variation in the short- to medium term, it becomes a source of exchange rate volatility. Empirical support for the scapegoat theory is claimed by Fratzscher et al. (2015).



As excessive exchange rate fluctuations can be limited by stabilization policies, Corsetti (2006) demonstrates that the exchange rate volatility implied by optimal stabilization rules is inversely related to the import content of consumption. Although a floating exchange rate is indeed associated with higher volatility for both the nominal and the real exchange rate (Mussa 1986; Petracchi 2021), it cannot be a source of concern. As explained by Krugman (1988), the volatility of exchange rates in combination with the substantial sunk costs associated with entering a foreign market made foreign trade prices and volumes unresponsive to exchange rate fluctuations, with the real sector becoming insensitive to exchange rate fluctuations.



Another argument in favor of greater exchange rate flexibility/volatility is the monetary policy autonomy in the presence of strong international capital mobility that offer the possibility of stabilizing the domestic economy (Dornbusch and Giovannini 1990). As implicit in the Redux model, money supply shocks can have real effects even in the long run, but at the cost of higher exchange rate volatility (Obstfeld and Rogoff 1995). It is not a problem if exchange rate volatility is expansionary or at least neutral in respect to output, but it can be a problem otherwise.



A fixed exchange rate regime is not without advantages of its own. For small open economies, stable exchange rates provide better insulation against nominal shocks (McKinnon 1963). If exchange rate stability contributes to macroeconomic stability, it creates a favorable environment for investment, consumption, and growth. Straub and Tchakarov (2004) demonstrate that in a model with habit persistence, even non-fundamental exchange rate volatility that generates only small variation in prices and interest rates might induce economically significant welfare changes. In a theoretical model by Devereux and Lane (2003), external debt reduces the efficiency of the exchange rate in responding to external shocks. Also, exchange rate flexibility can be a source of inefficiency due to the presence of speculative actions (Boar 2010).



As surveyed by Arratibel et al. (2011); Demir (2013); Eichler and Littke (2017); and Juhro and Phan (2018), exchange rate volatility has negative effects on economic growth through numerous channels, including lower efficiency of price mechanisms at international level; higher risk premium; greater uncertainty on future consumption and firm revenues; uncertainty about export revenues; increased volatility of business profitability; higher risk for domestic and foreign direct investment, particularly in developing economies; increased inflation uncertainty and higher interest rates along with reduced investment and consumption; obstacles to consumption risk sharing due to the home-bias in portfolio investment; adverse effect of credit constraints on domestic investments; and changes in production cost and increased international transaction risk, or in the relative costs of production with both creative and destructive growth effects. Although exchange rate flexibility reduces the sensitivity of local to base-country central bank policy rates, this feature is weakened by the balance sheet effect because a depreciation of the local currency would raise the cost of servicing and rolling over foreign-currency debt and bank loans (Georgiadis and Zhu 2019). Also, liability dollarization amplifies a negative impact of exchange rate flexibility on growth (Benhima 2012).



Within the framework of a simple monetary growth model, it is demonstrated by Aghion et al. (2009) that for countries with relatively low levels of financial development, (real) exchange rate uncertainty exacerbates the negative investment effects of domestic credit market constraints. An increase in exchange rate volatility may discourage firms from creating jobs as well (Belke and Setzer 2003). Similar to Demir (2013). It is possible to argue that numerous transmission channels imply that growth effects of exchange rate volatility will ultimately depend on the country.




2.2. Currency Misalignments in Open Economies


Another strand of the literature refers to effects of (real) exchange rate misalignment, especially in the context of the business cycle. Under a fixed exchange rate regime, excessive capital inflows may lead to acceleration of inflation and economy overheating, with a risk of recession and costly stabilization efforts to follow. However, flexible rates quite often are not used to play a stabilizing countercyclical role; instead, central banks engineer systemic overvaluation in the context of inflation targeting (Dornbusch 2001).



On the other hand, the fear of exchange rate appreciation under a floating exchange rate regime may be no less damaging than excessive exchange rate stability. As demonstrated by Caballero and Lorenzoni (2014), persistent RER overvaluation can be harmful for the economies with a financially constrained export sector if it is followed by a large exchange rate overshooting once the factors behind the appreciation subside. Such a situation requires exchange rate interventions. Undervaluation can promote growth by stimulating technological progress and knowledge spillovers, but at the cost of negative distributional effects (Ribero et al. 2020). Although a flexible exchange rate regime allows for maintaining a competitive (undervalued) exchange rate in order to boost exports and growth, this kind of policy is difficult to sustain, except for low-income countries, and only in the medium term (Haddad and Pancaro 2010). Such findings are consistent with a more general view that currency misalignments are inefficient and lead to lower welfare (Engel 2011).



The relationship between exchange rate and economic performance can be dependent on institutional factors. Rodrik (2008) argues that there is a trade-off between a currency undervaluation and quality of institutions: a weaker currency is needed in order to compensate for inefficient institutions. As mentioned by Schnabl (2009), the answer to whether flexible exchange rates would reduce the risk of crisis depends on the central bank’s response to appreciation pressure. Only if the central bank allows for “uncontrolled appreciation” of the domestic currency does the probability of crisis decline, because the sharp appreciation of the domestic currency deteriorates the economic outlook. The effect of central bank transparency on exchange rate volatility depends on the development of countries (Weber 2017).




2.3. Sources of Exchange Rate Volatility


The exchange rate volatility tends to be lower in more open economies with higher GDP per capita and lower inflation (Bleaney and Francisco 2010) than developing countries with high levels of external debt (Devereux and Lane 2003). Both free floating and more volatile terms-of-trade contribute to higher volatility. Other sources of (real) exchange rate volatility in both industrial and developing countries include highly volatile productivity shocks, sharp oscillations in monetary and fiscal policy shocks, and financial openness (Calderon and Kubota 2018). The link between liquidity and exchange rate volatility depends on the level of financial development (Pham 2018). The exchange rate volatility can be increased by the foreign exchange interventions by central banks (Frenkel et al. 2005) or global economic uncertainty (Juhro and Phan 2018).



Higher exchange rate volatility in the CEE countries is associated with a more flexible exchange rate regime and use of interest rate as a key instrument of monetary policy (Kočenda and Valachy 2006) or low credibility of exchange rate management (Firdmuc and Horváth 2007). Giannellis and Papadopoulos (2011) found that volatility of Polish and Hungarian currencies is caused by the monetary-side of the economy. As established by Lyócsa et al. (2016), the Czech koruna and Polish zloty appear to be more vulnerable to local and global spillovers than the Hungarian forint. The global financial crisis of 2008–2009 increased volatility of the exchange rate in the Czech Republic, Poland, and Romania (Miletić 2015).



Institutional factors can be behind exchange rate volatility as well. For example, Eichler and Littke (2017) propose a theoretical model and provide empirical evidence that better information about monetary policy objectives decreases exchange rate volatility, with a more pronounced effect for countries with a lower level of central bank conservatism. While there is no effect of central bank transparency for developing countries, transparency increases exchange rate fluctuations in developed countries (Weber 2017). Based on the panel estimations for 39 countries from Latin America, Asia, and MENA, it is argued that financial liberalization and integration should be pursued only gradually in emerging countries in order to decrease real exchange rate volatility (Caporale et al. 2011). However, the balance sheet effect implies that it may be optimal for monetary authorities to diminish exchange rate variation in order to decrease the cost of servicing and rolling-over foreign-currency debt (Georgiadis and Zhu 2019).





3. Data and Methods


3.1. Data


For the purpose of this study, we use data for the Czech Republic, Hungary, Poland, and Romania over the period of 2000–2019. All these countries follow free or managed floating exchange rate policies which makes it highly relevant for the study of a nominal exchange rate volatility. Quarterly series of the real gross domestic product (index, 2010 = 100), nominal and real effective exchange rates (index, 2010 = 100), as well as on the central bank reference rate (%), money aggregate M3 (in local currency), and the budget balance (% of GDP) are obtained from the IMF’s International Financial Statistics database (www.data.imf.org, accessed on 8 February 2021). As measures of institutional quality, the Index of Economic Freedom from the Heritage Foundation is used (www.heritage.org/index/dowload, accessed on 8 February 2021).



The cyclical components of real output, yct (%), as well of the currency misalignment, rerct (%), were calculated as a percentage deviation of the current values from the Hodrick-Prescott filtered trend. The use of a nominal effective exchange rate, et, is preferred in studies of the exchange rate variability because the RER variability incorporates price fluctuations, which represent another type of uncertainty for private agents (Barguellil et al. 2018). Other studies implement alternative measures of the currency misalignment. For example, Rodrik (2008) and Ribero et al. (2020) define RER misalignment as a difference between exchange rate adjusted for PPP conversion factors,   ln ( R E  R t  ) = ln (  E t  / ( P P  P t  )  , and the RER obtained from a regression on the log the GDP per capita:   ln (     R E R  ˜   t  ) =  γ 0  +  γ 1  ln (  Y t  ) +  ε t   .



Table 1 shows the descriptive statistics of the main variables that are investigated in our study. Romania is characterized by the largest cyclical peak of its output fluctuations at almost 10%, with the deepest trough at −4.3% as well. The cyclical components of real output reveal less instability in the Czech Republic and Hungary. The business cycle is much smoother in Poland, probably due to a very flat slowdown in 2009. However, Poland reveals the highest level of the currency misalignment, followed by Romania, Hungary, and the Czech Republic. Outcomes are similar for the NEER in first differences. As suggested by the Jarque-Bera statistics, all NEERs show evidence of non-normality. It is not surprising as the NEER is determined by random changes in bilateral exchange rates, including countries with high-risk currencies. Except for Romania, cyclical components of output are normally distributed.



Figure 1 visualizes developments in the cyclical components of output and currency misalignment for the CEE countries. Business cycles of the Czech Republic, Hungary, and Poland seem to be quite synchronized, with cyclical output developments in Romania being somewhat different in terms of timing and amplitude. All countries experienced a boom in 2007–2008 followed by a remarkable slowdown in 2009–2010 (except Poland). After a period of anemic growth in 2013–2016, output dynamics have accelerated, though to a lesser extent in Romania. Currency misalignments had been more substantial in the 2000s, especially for the Polish zloty and the Romanian lei. On the eve of the world financial crisis there had been a remarkable appreciation of the CEE currencies in 2007–2008, with a steep reverse to follow in 2009. As recently, NEERs have been fluctuating approximately ±5% all around the equilibrium trend.



The Augmented Dickey-Fuller (ADF) stationarity test indicates that both cyclical components of output and currency misalignment variables are stationary in levels at the 5% significance level (Table 2). As expected, the NEERs are stationary in first differences.



Similar to Borys et al. (2008), to measure the quality of domestic institutions and the progress of market reforms we use the Heritage Foundation database. Besides the composite Index of Economic Freedom (heritaget), we consider nine sub-indices, namely business freedom (1), trade freedom (2), investment freedom (3), financial freedom (4), property rights (5), fiscal health (6), judicial effectiveness (7), labor freedom (8), and monetary freedom (9), ranging from 0 to 10 points. The importance of institutions used to be considered in the context of long-term growth, but it seems to be of the same role in managing short-term output fluctuations. As mentioned by Boar (2010), the key to the macroeconomic success of an emerging economy is not the initial choice of the exchange rate regime but rather the health of the fundamental institutions.




3.2. The Model of Exchange Rate Volatility


The merit of the GARCH model stems from its ability to differentiate and recognize information that generates the exchange rate in a random process. The GARCH model is a robust model that is capable of dealing with the volatility associated with financial data characterized by skewed distribution and the problem of heteroscedasticity. In addition, the GARCH model allows for the differentiation and recognition of information that generates the exchange rate in a random process (Azid et al. 2005). Alternative measures of volatility such as the standard deviation and the coefficient of variation do not take into account the exchange rate uncertainty, which represents the unobserved fraction of exchange rate fluctuations (Barguellil et al. 2018).



In the baseline model, the quarterly exchange rate volatility is specified as follows:


  Δ  e t  = E  (   e t     | Ω    t − 1    )  +  ε t  ,    ε t  /  Ω  t − 1   ≈ N  (  0 ,  σ t   )  ,  



(5)






  ln  (   σ t 2   )  = ω + α  |     |   ε  t − 1    |       σ  t − 1  2      −    2   σ t       |  + γ    ε  t − 1        σ  t − 1  2      + β ln  (   σ  t − 1  2   )  +  δ 1  Δ c p  i t  +  δ 2  C R I S I  S t  +  ξ t  ,  



(6)




where    e t      is the nominal effective exchange rate,    Ω  t − 1     is the information set available at time   t − 1  ,    ε t    is the stochastic factor, and ∆ is the operator of first differences. The expected value of exchange rate   E  (   e t     | Ω    t − 1    )    is modelled as ARMA(p,q) process.



For the purpose of our study, ARMA(2,2) model is used. In line with Corsetti et al. (2017), the interest rate differential between foreign and domestic rates, as well as the lagged terms of trade, are included as explanatory variables too. Foreign interest rate,    r t ∗   , is proxied by the 6-month LIBOR. As a measure of the domestic interest rate,    r  t      , the money market rate is used for Poland and the lending rate is used for other CEE countries. The price index of domestically produced goods,    p  H , t    , is proxied by the producer prices, with consumer prices in Germany being used as a measure of foreign prices,    p t ∗   .



A one-period ahead forecast variance, σt, is a function of the mean (ω), the ARCH term (α), the EGARCH term ( β ), and three explanatory variables. A high value of  α  means significant impact of stochastic shocks, with a high value of  β  reflecting persistence in exchange rate volatility. The sum of both coefficients (α and β) indicates the speed of convergence of the forecast of the conditional volatility to a steady state (Kočenda and Valachy 2006). Asymmetry in the standardized shocks to   ln  (   σ t 2   )    exists if   γ ≠ 0  , why leverage exists if   γ < 0   and   γ < α < − γ   (McAleer and Hafner 2014). Similar to Schnabl (2009), we used the consumer price index (CPI) as a proxy for macroeconomic stability. A country-specific dummy CRISISt is supposed to control for asymmetric shocks.



In the extended model, we test the link between exchange rate volatility and institutional features, as measured by the composite Index of Economic Freedom (heritaget) and its sub-indices. As data on the Index of Economic Freedom are provided on the annual basis, we used procedure of the Holt-Winters exponential smoothing in order to obtain time series in the quarterly window.




3.3. The Model of Business Cycle


A general representation for the cyclical components of real output model is given as follows:


  y  c t  =  a 1  y  c t  +  a 2  y e u r o  c t  +  a 3  r e r  c t  +  a 4  e v a  r t k   +  a 5  Δ h e r i  t t  +  a 6  h e r i  t t  +  a 7  t r a d  e t  +  a 8  E  U t  +  υ t  ,  



(7)




where   y e u r o  c t    is the cyclical component of real output in the Eurozone (%),   e v a  r t k    are alternative measures of exchange rate volatility (k  = 1 ,   2  ),   h e r i  t t    is the composite index of economic freedom as provided by the Heritage Foundation,   t r a d  e t    is the trade balance (% of GDP),   E  U t    is the dummy for entering the European Union, and    υ t    is the stochastic factor.



Our regression model incorporates both exchange rate volatility around a constant level and the currency misalignment interpreted as a percentage deviation of the observed RER from the Hodrick-Prescott trend. Other explanatory variables include the Eurozone business cycle, the composite Index of Economic Freedom, the trade balance and the dummy for EU accession. The trade balance accounts for external factors that can affect the cyclical components of real output. A dummy for the EU accession is included as an explanatory variable that accounts for effects of economic integration of the CEE countries. Similar to the country-specific cyclical components of real output, business cycle for the Eurozone is obtained with the Hodrick-Prescott filter.



As suggested by De Haan et al. (2006), a measure of economic freedom is used both in levels and first differences. It is demonstrated that such a specification explains significantly more of the variation in economic growth. While most of empirical studies confirm a positive relationship between all areas of economic freedom and economic growth, for example Doucouliagos and Ulubasoglu (2006) or Emara and Reyes (2020), it is not straightforward whether more of economic freedom is helpful to the same extent in stabilizing cyclical fluctuations of economy. Bjørnskov (2016) finds that crisis risk and duration are not affected by economic freedom, but it has an effect on the peak-to-trough GDP ratios and recovery times of crises.



Two measures of volatility are employed, as presented above. Conditional variance from the baseline model,   e v a  r t 1   , accounts for domestic consumer prices and crisis developments as external factors. On the other hand, conditional variance from the extended model,   e v a  r t 2   , reflects impact of the Index of Economic Freedom across its nine sub-indices.



In the extended model, we add the budget balance, budgett (% of GDP), and two measures of monetary policy, i.e., excess money supply, moneyct (%), and the central bank reference rate, rcbt (%), to the list of explanatory variables. Excess money supply is calculated as a difference between money aggregate M3 and its trend obtained with the Hodrick-Prescott filter. While the use of the central bank reference rate reflects a standard monetary policy tool under a floating exchange rate regime, the excess money supply can control for attempts by the central bank to sterilize capital flows.





4. Results and Discussion


4.1. Determinants of Exchange Rate Volatility


As the Jarque-Bera test implies non-normal error distribution for ∆et, we use EGARCH(1,1) models with the asymmetric Student’s t-distribution. Estimates of the baseline model are presented in Table 3. Among determinants of the mean exchange rate, the interest rate differential is associated with depreciation for three out of four countries, being in line with the logic of Equation (3). However, the relationship for Romania is just the opposite. As for the lagged terms-of-trade, there is no evidence of a direct link between higher domestic prices and depreciation. For the Czech Republic, Poland, and Romania, there is an inverse relationship between both variables. Contrary to predictions of Corsetti et al. (2017), deflation abroad does not lead to depreciation of the exchange rate.



The ARCH term ( α ) indicates that impact of “surprises” from previous periods is the strongest in the Czech Republic and Poland (higher than one  α  implies that shocks to exchange rate can destabilize its volatility), with a much weaker effect in Hungary and Romania. Based on the value of the EGARCH term ( β ), persistence of exchange rate volatility is observed at the statistically significant level in the Czech Republic only. As indicated by the sum of α and β, the speed of convergence of the forecast of the conditional volatility to a steady state is very slow in the Czech Republic and Poland. The standardized shocks to   ln  (   σ t 2   )    are symmetrical in Poland, as the value of  γ  is not statistically different from zero. For the Czech Republic and Romania, the negative value of  γ  implies that negative news affects the exchange rate volatility more heavily than positive news. It is just the opposite in Hungary. No preconditions for leverage are met in any country.



Among the control variables, inflation contributes to exchange rate volatility in the Czech Republic and Romania, though with opposite signs. There is no difference between all four CEE countries in that crisis developments are associated with higher exchange rate volatility.



In the extended model (Table 4), a statistically significant direct relationship between the lagged terms-of-trade and mean exchange rate emerges in Hungary. The ARCH effect somewhat decreases in Poland and Romania, with the opposite outcome observed in the Czech Republic and Hungary. As suggested by the value of β, there are no changes to the assessment of persistence in exchange rate volatility in the Czech Republic. However, exchange rate variability becomes more persistent in Hungary. Considering the sum of ARCH and EGARCH coefficients, a control for institutional features implies a significantly slower speed of convergence of the forecast of the conditional volatility to a steady state in Hungary. For other countries, changes are rather marginal. Asymmetry of the standardized shocks to   ln  (   σ t 2   )    is confirmed for Hungary and Romania, while the negative coefficient of  γ  becomes insignificant for the Czech Republic. Among other changes, inflation becomes a factor behind lower exchange rate volatility in Hungary. Except the Czech Republic, the coefficient of   C R I S I  S t    becomes significantly lower for other countries.



As suggested by the estimated coefficients on sub-indices of economic freedom, in a more liberal environment exchange rate volatility becomes lower. The only exception is Hungary, where monetary freedom brings about a higher exchange rate volatility. On the whole, the effects of economic freedom on exchange rate volatility are country specific. Property rights guarantees decrease exchange rate volatility in Romania. Fiscal health exerts the same effect on volatility in Hungary. Success in anticorruption activities contributes to a lower exchange rate volatility the Czech Republic and Poland. In the extended model, inflation becomes a volatility-decreasing factor in Poland, with a positive coefficient on   l i b o  r t    changing sign. No changes in the effects of crisis developments are observed.



Figure 2 plots the evolution of quarterly exchange rate volatility by country, with the conditional variation obtained by fitting the baseline and extended EGARCH(1,1) models in green and black colors, respectively. For all countries, periods of low volatility are followed by periods of high volatility which could be associated with periods of global financial crisis of 2008–2009 and/or domestic financial turmoil (the Czech Republic in 2001–2002, Hungary in 2012–2013, Romania in 2004–2005). Differences between two measures of exchange rate volatility seem to be quite small in the Czech Republic and Hungary, while being more pronounced in Poland and Romania. After controlling for the institutional features, volatility becomes somewhat smaller. Except Romania, the exchange rate volatility rose from the beginning of 2007, with a peak during the world financial crisis of 2008–2009. Volatility then subsided in the majority of CEE countries, except Hungary in 2012–2013. For Romania, there is an increase in volatility around 2005 that is followed by a smaller jump in 2008–2009.



To summarize, volatility patterns of the CEE countries seem to be similar in respect to both ARCH and EGARCH effects, especially after controlling for the institutional features. However, there are differences in asymmetry of volatility shocks and effects of control variables. In that respect, our results do not reject that volatility in the CEE economies has country-specific features (Kočenda and Valachy 2006).




4.2. Determinants of the Business Cycle


We estimate Equation (3) with the general method of moments (GMM) estimator. Comparing with OLS or IV estimators, the GMM method is preferred for better dealing with problems of simultaneity bias, reverse causality, and omitted variable bias, as well as for obtaining estimates of dummy coefficients (Caporale et al. 2011). Table 5 presents the results for the baseline model of cyclical components of real output.



For all countries, coefficients on the lagged dependent variable are significant at the 1% level. Inertia of cyclical developments in output is stronger in Hungary and Romania. These two countries are characterized by the lowest correlation with the business cycle of the Eurozone as well. Correlation between national and European business cycles is the strongest in the Czech Republic.



According to the estimates of the baseline model, exchange rate volatility is associated with the risk of recession only in Hungary. An opposite effect is obtained for the Czech Republic. Exchange rate volatility is neutral in respect to the cyclical output developments in Poland and Romania. Such findings can be considered as evidence in favor of the exchange rate disconnect. However, neutrality of output fluctuations in respect to exchange rate volatility does not mean the same lack of reaction to currency misalignment. Exchange rate undervaluation has favorable growth effects in Poland. Assuming that there is exchange rate depreciation in response to such real shock as an increase in the foreign interest rate (Table 3 and Table 4), it helps to stabilize the economy. Under such architecture of the exchange rate effects, a switch to free or managed floating looks like a reasonable exchange rate policy. In a wider context, our results imply that the Czech Republic and especially Poland both benefit from exchange rate flexibility and thus may not be interested in joining the Eurozone. However, such benefits are visible for Hungary, as the exchange rate volatility seems to be destabilizing. Among numerous explanations of the inverse relationship between exchange rate volatility and output, several ones are worth attention in the case of Hungary, such as higher risk premium, greater uncertainty about export revenues, higher risk for domestic and foreign direct investment, and adverse effect of credit constraints on domestic investments. Additionally, it is not ruled out that in a country with relatively low levels of financial development (real) exchange rate uncertainty exacerbates the negative investment effects of domestic credit market constraints (Aghion et al. 2009) or reflect disincentives for firms in creating jobs (Belke and Setzer 2003).



There is no evidence of any favorable stabilization effects of economic freedom. A negative effect is the strongest for the Czech Republic, followed by Poland and Hungary. For Romania, a negative coefficient of heritt is insignificant. It is likely that our findings reflect an excessive level of economic liberalization attained during the period of negotiations with the European Union on the terms of EU accession. While the level of economic freedom is negatively correlated with cyclical fluctuations in output, changes in the level of economic freedom are neutral in respect to yct.



Trade deficit is still an important factor behind economic growth in Hungary, Romania, and Poland (to lesser extent). Our results mean that economic recovery depends more on imports, not exports. In this context, traditional supply-side trade channels, as capital accumulation, modernization of industrial structure, and technological and institutional progress, seem to be relevant. As can be seen in the example of the Czech Republic and Poland, statistical significance of the coefficient on tradet−1 depends on the choice of the exchange rate variability.



The stimulating effect of the EU accession is the strongest in the Czech Republic, followed by Hungary. For Poland, the coefficient of EUt is much smaller and statistically significant at the 10% level only in specification with   e v a  r t 2   . No evidence of any EU accession effects is found for Romania.



After controlling for fiscal and monetary policies (Table 6 and Table 7), there are no changes in the assessment of exchange rate effects for Poland and Romania. For the Czech Republic, effects of exchange rate volatility on yct are confirmed but the same favorable effect of the RER undervaluation emerges in the specification with the money supply. Similar stimulating effect of the RER undervaluation is found for Hungary, although only in specification with   e v a  r t 1   . It is confirmed that exchange rate volatility contributes to a recession in Hungary.



A negative link between economic freedom (in levels) and business cycle is very robust for the Czech Republic, while the estimates for other countries are specification dependent. For Hungary, economic freedom becomes neutral in respect to cyclical developments in output in 3 out of 4 specifications. It is just the opposite for Romania, where a statistically significant negative link between heritt and yct emerges in specifications with both moneyct and rcbt. Additionally, Romania emerges as the only CEE country with a statistically significant positive effect of an increase in economic freedom (in first differences) on output. For Poland, a negative relationship between heritt and yct disappears in specification with moneyct, while being strengthened in the specification with rcbt.



An excessive money supply, moneyct, helps to stabilize output in the Czech Republic and Poland. Assuming a link between the money supply and exchange rate volatility (Devereux and Engel 2002), it only strengthens the assumption of shock-absorbing properties of the floating exchange rate regimes for the Czech koruna and Polish zloty.



An increase in the central bank reference rate acts in the expected countercyclical manner in Hungary, while counterintuitive proportional link between rcbt and yct is observed in Poland. It is possible to hypothesize that such an outcome results from efforts by the central bank to avoid appreciation of the exchange rate. As a higher central bank rate can tap capital inflows, sterilization policies substitute a stronger currency with a higher excessive money supply that ultimately becomes responsible for an increase in output. For Romania, it is likely that the lack of sensitivity to the central bank policy rate is explained by the balance sheet effect, as argued by Georgiadis and Zhu (2019).



For the Czech Republic and Romania, there is evidence of stabilization properties of the fiscal tightening. The so-called non-Keynesian effects of fiscal policy mean that in the case of recession it is necessary to improve the budget balance, not engage in rounds of fiscal stimuli, as has been the case in many industrial countries since the world financial crisis of 2008–2009.



When the extended dataset is used (using both fiscal and monetary variables), there are several changes to the assessment of trade and EU accession output effects. A negative link between tradet−1 and yct is confirmed for Hungary and it becomes more stable for the Czech Republic. As for Poland and Romania, a negative impact of the trade balance is observed in specifications with moneyct, but the effect is lost in specifications with rcbt. A strong procyclical effect of entering the EU is confirmed for the Czech Republic and Hungary. For Poland, a stimulating effect of similar amplitude emerges in the specification with rcbt, although it is not observed in the specification with moneyct.





5. Robustness Check


As suggested by Rodrik (2008), we use the measure of currency misalignment based on the RER adjusted for the level of output. This measure adjusts the relative price of tradables to nontradables for the fact that the relative prices of nontradables tend to rise in line with the higher level of output. Our estimates support the assumption of the RER appreciation for the Czech Republic, Hungary, and Romania (Table 8). However, no link between the level of output and RER is found for Poland.



Estimates of the determinants of cyclical components of output are presented in Table 9 and Table 10. With the use of the measure of currency misalignment based on the RER adjusted for the level of output, rerpppct, the architecture of main relationships between exchange rate developments and cyclical changes in output is confirmed. First, exchange rate volatility is a stabilizing factor in the Czech Republic, with an opposite effect in Hungary. For Romania, exchange rate volatility is neutral in respect to the business cycle. As for Poland, a possibility of stimulating effect is offered by specification with   e v a  r t 1    and rcbt, but it is not confirmed by the estimates of other specifications.



Second, cyclical output effects of currency misalignment are quite similar. Regardless of specifications of regression model or indicators of currency misalignment used, it is confirmed that undervaluation of the Polish zloty has a stimulating effect on output. As argued by Rodrik (2008), such an outcome can be explained by the size of the tradable sector (especially industry); however, it is less convincing that undervaluation is aimed at compensating for the institutional weakness and the market failures (information and coordination externalities). Undervaluation of the Czech koruna brings about stabilization effects only in the specification with moneyct. The case is similar with the Hungarian forint, but in this case a positive coefficient on rerpppct becomes insignificant in the specification with   e v a  r t 2   .



Higher levels of economic freedom unambiguously destabilize output for the Czech Republic and Romania. However, changes in the level of economic freedom have an opposite effect in the latter, quite similar to the estimates with rerct (Table 7). For Hungary, a negative link between heritt and yct becomes statistically significant in the specification with moneyct. Estimates for Poland do not reveal any differences in respect to output effects of economic freedom.



Using rerpppct instead of rerct significantly improves assessment of output effects by the EU accession for Poland. An opposite outcome is found for Hungary in specification with rcbt. If measure currency misalignment by rerpppct, a negative link between tradet−1 and yct becomes somewhat stronger in specifications with moneyct.




6. Conclusions


This study examined the determinants of exchange rate volatility and its impact on the cyclical changes in output for the Czech Republic, Hungary, Poland, and Romania (all of which support a floating exchange rate regime of their currencies). Using quarterly data for the 2000–2019 period, exchange rate volatility was estimated with the EGARCH(1,1) model. As indicated by the ARCH term, the impact of “surprises” from previous periods is the strongest in the Czech Republic and Poland, with a much weaker effect in Hungary and Romania. Based on the value of the EGARCH term, persistence of exchange rate volatility was observed at the statistically significant level in the Czech Republic and Hungary (extended model). For the Czech Republic and Romania, it was found that negative news affects the volatility more heavily than positive news. It is just the opposite in Hungary. Among the control variables, inflation contributes to exchange rate volatility in Romania, while an opposite relationship was found for the Czech Republic and Hungary. There was no difference between all four CEE countries in that crisis developments are associated with higher exchange rate volatility. As suggested by the estimated coefficients on sub-indices of economic freedom, exchange rate volatility becomes lower in a more liberal environment.



The empirical results using GMM estimation technique suggest that exchange rate volatility reduces the risk of recession in the Czech Republic while the opposite effect is found for Hungary and Romania, with a neutrality for Poland. These findings continue to hold after controlling for the fiscal and monetary policy indicators. Ultimately, there is support for an assumption of heterogeneous growth effects of exchange rate volatility across countries. There is evidence that the RER undervaluation prevents sliding into a recession on a credible basis in Poland only (the result is very robust to changes in the specification of regression model), with a neutral stance for other countries. There is no evidence of any favorable stabilization effects of economic freedom. Except in Romania, higher level of economic freedom is associated with worsening of the cyclical position of output. Among other results, stabilization policies in the recession imply fiscal tightening for the Czech Republic and Romania, higher money supply for the Czech Republic and Poland, and lower central bank reference rate for Hungary.



Our research helps to understand potential constrains of exchange rate flexibility as an output stabilization tool in terms of both exchange rate volatility and currency misalignment. However, further research is needed in order to explain significant differences in the output effects of exchange rate volatility across CEE countries.
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Figure 1. Business cycle and currency misalignment, 2000–2019 (in %). Source: own calculations based on data from IMF International Financial Statistics (www.data.imf.org, accessed on 8 February 2021). 
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Figure 2. Conditional variance from EGARCH(1,1) Model. 
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Table 1. Descriptive statistics.
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Country

	
Mean

	
Max

	
Min

	
STD

	
Jarque-Bera






	
Gross domestic product (yct)




	
Czech Republic

	
0.094

	
5.059

	
−2.701

	
1.965

	
4.345




	
Hungary

	
0.148

	
4.292

	
−3.474

	
1.768

	
2.269




	
Poland

	
0.065

	
3.961

	
−2.572

	
1.379

	
4.105




	
Romania

	
−0.091

	
9.998

	
−4.259

	
2.538

	
140.88 ***




	
Nominal effective exchange rate, in first differences (∆et)




	
Czech Republic

	
−0.005

	
0.061

	
−0.053

	
0.021

	
4.809 *




	
Hungary

	
0.010

	
0.128

	
−0.057

	
0.032

	
53.833 ***




	
Poland

	
−0.001

	
0.151

	
−0.071

	
0.037

	
94.879 ***




	
Romania

	
0.010

	
0.105

	
−0.067

	
0.030

	
7.437 **




	
Real exchange rate misalignment (rerct)




	
Czech Republic

	
0.038

	
5.673

	
−9.636

	
3.201

	
8.508 **




	
Hungary

	
−0.092

	
10.409

	
−9.257

	
3.528

	
6.794 **




	
Poland

	
−0.231

	
14.860

	
−14.292

	
5.321

	
8.987 **




	
Romania

	
0.035

	
10.373

	
−11.296

	
4.196

	
0.968








Notes: ***, **, * denote rejection of the null hypothesis at 1%, 5%, and 10% respectively.
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Table 2. Unit root test.






Table 2. Unit root test.





	

	
The Czech Republic

	
Hungary

	
Poland

	
Romania




	

	
Level

	
∆

	
Level

	
∆

	
Level

	
∆

	
Level

	
∆






	
yct

	
−2.428 **

	
−7.545 ***

	
−2.696 ***

	
−6.970 ***

	
−3.642 ***

	
−11.849 ***

	
−2.945 ***

	
−8.156 ***




	
et

	
−1.837 *

	
−5.811 ***

	
1.066

	
−8.114 ***

	
−0.323

	
−7.392 ***

	
1.532

	
−5.340 ***




	
rerct

	
−4.330 ***

	
−6.986 ***

	
−6.038 ***

	
−7.856 ***

	
−4.553 ***

	
−7.492 ***

	
−3.354 ***

	
−7.577 ***








Notes: ***, **, * denote rejection of the null hypothesis at 1%, 5%, and 10% respectively; ∆ is for first differences.
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Table 3. Univariate EGARCH results (baseline model).






Table 3. Univariate EGARCH results (baseline model).





	

	
The Czech Republic

	
Hungary

	
Poland

	
Romania






	
A. Mean equation results




	
    r t ∗  −  r t    

	
0.002 ***

	
0.001 ***

	
0.005 ***

	
−0.001 ***




	
    p  H , t − 1   −  p  t − 1  ∗    

	
−0.003 ***

	
0.008

	
−0.298 ***

	
−0.007 ***




	
B. Variance equation results




	
  ω  

	
−6.175 ***

	
−6.687 **

	
−7.961 ***

	
−6.671 **




	
  α  

	
1.198 ***

	
0.660 *

	
1.172 ***

	
0.635 ***




	
  γ  

	
−0.380 *

	
0.491 **

	
−0.230

	
−0.316 **




	
β

	
0.350 ***

	
0.212

	
0.060

	
0.298




	
   Δ c p  i t    

	
−60.059 ***

	
−11.957

	
−13.118

	
14.232 **




	
   C R I S I  S t    

	
1.647 ***

	
2.309 **

	
3.017 ***

	
1.010 **




	
Obs

	
80

	
80

	
80

	
80




	
AIC

	
−5.222

	
−4.497

	
−4.203

	
−4.648








Notes: ***, **, * represent statistical significance at 1%, 5%, and 10%, respectively.
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Table 4. Univariate EGARCH results (extended model).






Table 4. Univariate EGARCH results (extended model).





	

	
The Czech Republic

	
Hungary

	
Poland

	
Romania






	
A. Mean equation results




	
    r t ∗  −  r t    

	
0.002 ***

	
0.002 ***

	
0.005 ***

	
−0.001 ***




	
    p  H , t − 1   −  p  t − 1  ∗    

	
−0.016 ***

	
0.009 ***

	
−0.174 **

	
−0.006 ***




	
B. Variance equation results




	
  ω  

	
−3.859 ***

	
−1.989

	
−5.156 ***

	
−5.692 ***




	
  α  

	
1.132 ***

	
0.735 ***

	
1.068 ***

	
0.575 **




	
  γ  

	
−0.310

	
0.461 ***

	
−0.148

	
−0.218 *




	
β

	
0.328 **

	
0.405 **

	
−0.002

	
0.198




	
   Δ c p  i t    

	
−68.857 ***

	
−38.708 **

	
−43.191

	
15.671 ***




	
   C R I S I  S t    

	
1.832 ***

	
1.571 ***

	
2.965 **

	
0.584 *




	
   h e r i  t t 5    

	
―

	
―

	
―

	
−0.036 **




	
   h e r i  t t 6    

	
―

	
−0.104 ***

	
―

	
―




	
   h e r i  t t 7    

	
−0.052 **

	
―

	
−0.067 ***

	
―




	
   h e r i  t t 9    

	
―

	
0.059 **

	
―

	
―




	
Obs

	
80

	
80

	
80

	
80




	
AIC

	
−5.215

	
−4.528

	
−4.160

	
−4.640








Notes: ***, **, * represent statistical significance at 1%, 5%, and 10%, respectively.
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Table 5. Regression results for cyclical components of output (baseline model).






Table 5. Regression results for cyclical components of output (baseline model).





	

	
The Czech Republic

	
Hungary

	
Poland

	
Romania






	

	
(1)

	
(2)

	
(1)

	
(2)

	
(1)

	
(2)

	
(1)

	
(2)




	
yct−1

	
0.360 ***

	
0.357 ***

	
0.640 ***

	
0.638 ***

	
0.418 ***

	
0.430 ***

	
0.680 ***

	
0.669 ***




	
yeuroct

	
0.860 ***

	
0.866 ***

	
0.318 ***

	
0.324 ***

	
0.563 ***

	
0.524 ***

	
0.398 **

	
0.388 **




	
   e v a  r t 1    

	
53.257 ***

	
―

	
−91.930 ***

	
―

	
30.180

	
―

	
−229.22

	
―




	
   e v a  r t 2    

	
―

	
72.001 ***

	
―

	
−135.27 ***

	
―

	
13.939

	
―

	
−167.33




	
rerct

	
―

	
―

	
0.023

	
0.023

	
0.073 ***

	
0.080 ***

	
―

	
―




	
rerct−1

	
0.034

	
0.035

	
―

	
―

	
―

	
―

	
0.008

	
0.014




	
∆heritt

	
7.773

	
7.901

	
−4.697

	
−3.577

	
0.967

	
1.165

	
7.909

	
8.169




	
heritt

	
−0.196 ***

	
−0.199 ***

	
−0.091 *

	
−0.084 *

	
−0.088 *

	
−0.092 *

	
−0.174

	
−0.203




	
tradet−1

	
−0.068 *

	
−0.067

	
−0.077 ***

	
−0.082 ***

	
−0.039

	
−0.054 *

	
−0.076

	
−0.076




	
EUt

	
1.145 ***

	
1.149 ***

	
0.967 ***

	
0.985 ***

	
0.285

	
0.385 *

	
0.356

	
0.463




	
Obs

	
80

	
80

	
80

	
80

	
80

	
80

	
80

	
80




	
Adj. R2

	
0.92

	
0.92

	
0.87

	
0.87

	
0.68

	
0.67

	
0.71

	
0.71








Notes: ***, **, * represent statistical significance at 1%, 5%, and 10%, respectively. Standard errors are corrected for autocorrelation and heteroscedasticity (Newey and West 1994).
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Table 6. Regression results for cyclical components of output (extended model-I).






Table 6. Regression results for cyclical components of output (extended model-I).





	

	
The Czech Republic

	
Hungary

	
Poland

	
Romania




	

	
(1)

	
(2)

	
(1)

	
(2)

	
(1)

	
(2)

	
(1)

	
(2)






	
yct−1

	
0.240 ***

	
0.238 ***

	
0.645 ***

	
0.619 ***

	
0.327 ***

	
0.331 ***

	
0.670 ***

	
0.668 ***




	
yeuroct

	
0.936 ***

	
0.939 ***

	
0.333 **

	
0.375 ***

	
0.521 ***

	
0.493 ***

	
0.406 ***

	
0.381 **




	
   e v a  r t 1    

	
38.360 **

	
―

	
−97.045 ***

	
―

	
11.991

	
―

	
−442.11

	
―




	
   e v a  r t 2    

	
―

	
50.948 *

	
―

	
−136.54 ***

	
―

	
−0.478

	
―

	
−517.79




	
rerct

	
―

	
―

	
0.034 *

	
0.031

	
0.083 ***

	
0.084 ***

	
―

	
―




	
rerct−1

	
0.048 **

	
0.049 **

	
―

	
―

	
―

	
―

	
0.057

	
0.058




	
∆heritt

	
4.655

	
4.685

	
−4.926

	
−4.460

	
−4.622

	
−4.768

	
11.400

	
11.059




	
heritt

	
−0.113 ***

	
−0.116 ***

	
−0.072

	
−0.088

	
−0.037

	
−0.029

	
−0.277 *

	
−0.267 *




	
tradet−1

	
−0.129 **

	
−0.128 **

	
−0.072 **

	
−0.074 **

	
−0.066 *

	
−0.078 *

	
−0.117 **

	
−0.120 **




	
EUt

	
1.255 ***

	
1.261 ***

	
0.836 ***

	
0.926 ***

	
0.316

	
0.350

	
0.892 *

	
0.890 *




	
moneyct

	
0.064 *

	
0.064 *

	
0.016

	
0.001

	
0.066 **

	
0.071 **

	
0.033

	
0.041




	
budgett−1

	
0.085 ***

	
0.086 ***

	
−0.014

	
−0.021

	
0.087

	
0.103

	
0.160 **

	
0.163 **




	
Obs

	
72

	
72

	
76

	
76

	
80

	
80

	
73

	
73




	
Adj. R2

	
0.93

	
0.93

	
0.87

	
0.87

	
0.69

	
0.70

	
0.74

	
0.74








Notes: ***, **, * represent statistical significance at 1%, 5%, and 10%, respectively. Standard errors are corrected for autocorrelation and heteroscedasticity (Newey and West 1994).
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Table 7. Regression results for cyclical components of output (extended model-II).






Table 7. Regression results for cyclical components of output (extended model-II).





	

	
The Czech Republic

	
Hungary

	
Poland

	
Romania




	

	
(1)

	
(2)

	
(1)

	
(2)

	
(1)

	
(2)

	
(1)

	
(2)






	
yct−1

	
0.304 ***

	
0.301 ***

	
0.498 ***

	
0.514 ***

	
0.307 ***

	
0.311 ***

	
0.668 ***

	
0.664 ***




	
yeuroct

	
0.830 ***

	
0.834 ***

	
0.404 ***

	
0.392 ***

	
0.517 ***

	
0.482 ***

	
0.437 ***

	
0.458 **




	
   e v a  r t 1    

	
46.973 ***

	
―

	
−59.862 ***

	
―

	
31.262 *

	
―

	
−83.717

	
―




	
   e v a  r t 2    

	
―

	
62.817 ***

	
―

	
−91.840 ***

	
―

	
21.202

	
―

	
−15.943




	
rerct

	
―

	
―

	
0.015

	
0.012

	
0.091 ***

	
0.097 ***

	
―

	
―




	
rerct−1

	
0.022

	
0.022

	
―

	
―

	
―

	
―

	
0.064

	
0.067




	
∆heritt

	
3.453

	
3.605

	
4.835

	
5.042

	
−1.372

	
−0.556

	
14.565 *

	
14.923 *




	
heritt

	
−0.164 **

	
−0.168 **

	
0.113

	
0.102

	
−0.254 **

	
−0.256 **

	
−0.419 **

	
−0.446 **




	
tradet−1

	
−0.087 *

	
−0.086 *

	
−0.147 ***

	
−0.144 ***

	
―

	
―

	
−0.084

	
−0.081




	
EUt

	
1.207 ***

	
1.212 ***

	
0.783 ***

	
0.828 ***

	
0.756 **

	
0.802 **

	
1.377 **

	
1.466 **




	
rcbt

	
0.056

	
0.058

	
−0.137 ***

	
−0.129 ***

	
0.119 ***

	
0.129 ***

	
0.021

	
0.025




	
budgett−1

	
0.077 ***

	
0.077 ***

	
−0.026

	
−0.027

	
0.085

	
0.102

	
0.149 **

	
0.153 **




	
Obs

	
80

	
80

	
80

	
80

	
80

	
80

	
68

	
68




	
Adj. R2

	
0.92

	
0.92

	
0.89

	
0.90

	
0.70

	
0.70

	
0.73

	
0.73








Notes: ***, **, * represent statistical significance at 1%, 5%, and 10%, respectively. Standard errors are corrected for autocorrelation and heteroscedasticity (Newey and West 1994).
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Table 8. Estimates of the RER adjusted for the level of output.






Table 8. Estimates of the RER adjusted for the level of output.












	
	The Czech Republic
	Hungary
	Poland
	Romania





	    γ 0    
	7.748 ***
	5.965 ***
	4.450 ***
	6.002 ***



	    γ 1    
	−0.663 ***
	−0.276 ***
	0.043
	−0.294 ***



	Obs
	80
	80
	80
	80



	Adj. R2
	0.69
	0.12
	0.01
	0.43







Notes: *** represents statistical significance at 1%.
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Table 9. Regression results for cyclical components of output (extended model-I).






Table 9. Regression results for cyclical components of output (extended model-I).





	

	
The Czech Republic

	
Hungary

	
Poland

	
Romania




	

	
(1)

	
(2)

	
(1)

	
(2)

	
(1)

	
(2)

	
(1)

	
(2)






	
yct−1

	
0.187 *

	
0.185 *

	
0.586 ***

	
0.596 ***

	
0.366 ***

	
0.373 ***

	
0.640 ***

	
0.638 ***




	
yeuroct

	
0.949 ***

	
0.951 ***

	
0.355 **

	
0.356 ***

	
0.474 ***

	
0.427 ***

	
0.303 **

	
0.278 *




	
   e v a  r t 1    

	
37.831 *

	
―

	
−87.808 ***

	
―

	
22.424

	
―

	
−444.68

	
―




	
   e v a  r t 2    

	
―

	
49.362 *

	
―

	
−129.40 ***

	
―

	
5.169

	
―

	
−498.50




	
rerpppct

	
―

	
―

	
0.027 *

	
0.024

	
0.063 ***

	
0.063 ***

	
―

	
―




	
rerpppct−1

	
0.033 *

	
0.033 *

	
―

	
―

	
―

	
―

	
0.040

	
0.039




	
∆heritt

	
8.567

	
8.618

	
−2.809

	
−2.327

	
−6.044

	
−6.607

	
11.398

	
10.853




	
heritt

	
−0.184 ***

	
−0.187 ***

	
−0.161 **

	
−0.157 **

	
−0.140

	
−0.126

	
−0.389 **

	
−0.372 **




	
tradet−1

	
−0.180 **

	
−0.179 **

	
−0.085 **

	
−0.085 **

	
−0.099 **

	
−0.115 ***

	
−0.160 **

	
−0.159 **




	
EUt

	
1.805 ***

	
1.813 ***

	
1.256 ***

	
1.244 ***

	
0.743 **

	
0.783 **

	
1.212 **

	
1.179 **




	
moneyct

	
0.075 **

	
0.075 *

	
0.015

	
0.014

	
0.045

	
0.052 *

	
0.034

	
0.040




	
budgett−1

	
0.067 ***

	
0.067 ***

	
−0.032

	
−0.035

	
0.069

	
0.093

	
0.162 **

	
0.161 **




	
Obs

	
72

	
72

	
76

	
76

	
80

	
80

	
73

	
73




	
Adj. R2

	
0.92

	
0.92

	
0.87

	
0.88

	
0.67

	
0.65

	
0.73

	
0.73








Notes: ***, **, * represent statistical significance at 1%, 5%, and 10%, respectively. Standard errors are corrected for autocorrelation and heteroscedasticity (Newey and West 1994).
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Table 10. Regression results for cyclical components of output (extended model-II).






Table 10. Regression results for cyclical components of output (extended model-II).





	

	
The Czech Republic

	
Hungary

	
Poland

	
Romania




	

	
(1)

	
(2)

	
(1)

	
(2)

	
(1)

	
(2)

	
(1)

	
(2)






	
yct−1

	
0.279 ***

	
0.276 ***

	
0.505 ***

	
0.501 ***

	
0.345 ***

	
0.354 ***

	
0.654 ***

	
0.651 ***




	
yeuroct

	
0.833 ***

	
0.837 ***

	
0.410 ***

	
0.398 ***

	
0.484 ***

	
0.437 ***

	
0.373 **

	
0.391 *




	
   e v a  r t 1    

	
45.579 **

	
―

	
−52.010 ***

	
―

	
47.452 ***

	
―

	
−157.76

	
―




	
   e v a  r t 2    

	
―

	
60.632 **

	
―

	
−81.150 ***

	
―

	
41.580

	
―

	
−82.239




	
rerpppct

	
―

	
―

	
−0.014

	
−0.014

	
0.059 ***

	
0.062 ***

	
―

	
―




	
rerpppct−1

	
0.007

	
0.007

	
―

	
―

	
―

	
―

	
0.024

	
0.023




	
∆heritt

	
5.425

	
5.609

	
5.398

	
5.479

	
−6.651

	
−6.475

	
14.545 *

	
14.455 *




	
heritt

	
−0.196 ***

	
−0.201 ***

	
0.197

	
0.186

	
−0.306 **

	
−0.303 **

	
−0.488 **

	
−0.510 **




	
tradet−1

	
−0.085

	
−0.084

	
−0.147 ***

	
−0.144 ***

	
―

	
―

	
−0.101

	
−0.094




	
EUt

	
1.305 ***

	
1.311 ***

	
0.528

	
0.541

	
0.992 **

	
1.024 **

	
1.548 **

	
1.618 **




	
rcbt

	
0.089

	
0.091

	
−0.164 ***

	
−0.156 ***

	
0.100 ***

	
0.108 ***

	
0.039

	
0.044




	
budgett−1

	
0.074 ***

	
0.074 ***

	
−0.029

	
−0.030

	
0.040

	
0.061

	
0.130 *

	
0.132 *




	
Obs

	
78

	
78

	
80

	
80

	
80

	
80

	
68

	
68




	
Adj. R2

	
0.92

	
0.92

	
0.89

	
0.90

	
0.67

	
0.65

	
0.74

	
0.74








Notes: ***, **, * represent statistical significance at 1%, 5%, and 10%, respectively. Standard errors are corrected for autocorrelation and heteroscedasticity (Newey and West 1994).
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