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Abstract: Network security encloses a wide set of technologies dealing with intrusions detection.
Despite the massive adoption of signature-based network intrusion detection systems (IDSs), they
fail in detecting zero-day attacks and previously unseen vulnerabilities exploits. Behaviour-based
network IDSs have been seen as a way to overcome signature-based IDS flaws, namely through
the implementation of machine-learning-based methods, to tolerate new forms of normal network
behaviour, and to identify yet unknown malicious activities. A wide set of machine learning methods
has been applied to implement behaviour-based IDSs with promising results on detecting new
forms of intrusions and attacks. Innovative machine learning techniques have emerged, namely
deep-learning-based techniques, to process unstructured data, speed up the classification process,
and improve the overall performance obtained by behaviour-based network intrusion detection
systems. The use of realistic datasets of normal and malicious networking activities is crucial to
benchmark machine learning models, as they should represent real-world networking scenarios and
be based on realistic computers network activity. This paper aims to evaluate CSE-CIC-IDS2018
dataset and benchmark a set of deep-learning-based methods, namely convolutional neural networks
(CNN) and long short-term memory (LSTM). Autoencoder and principal component analysis (PCA)
methods were also applied to evaluate features reduction in the original dataset and its implications
in the overall detection performance. The results revealed the appropriateness of using the CSE-CIC-
IDS2018 dataset to benchmark supervised deep learning models. It was also possible to evaluate
the robustness of using CNN and LSTM methods to detect unseen normal activity and variations of
previously trained attacks. The results reveal that feature reduction methods decreased the processing
time without loss of accuracy in the overall detection performance.

Keywords: network security; intrusion detection systems; convolutional neural networks; long
short-term memory; deep learning; CSE-CIC-IDS2018 dataset

1. Introduction

Computer network security entails a broad set of technologies, applications, and
protocols to protect a given organization’s assets and user operations . For example, at the
application layer, a set of secure protocols (e.g., HTTPS or SMTPS) can be used to implement
confidential channels between client and server and hide the exchanged messages. The
configuration of virtual private networks (VPN) and firewalls are also two examples of
technologies to implement confidentiality and protection in client/server communication.

Regarding intrusion detection systems (IDSs), their primary function is to monitor the
network traffic and distinguish between regular and malicious activity. The sense of normal
network activity is defined by recurrent patterns, easily identified by common network
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flows features, such as the number of packets exchanged and error rate. On the other hand,
network intrusions usually explore software vulnerabilities and correspond to a drift of
context, observed by abnormal fluctuations of patterns or features values, when compared
with the normal network activity patterns.

The signature-based IDSs are largely used in real-world networks. They take ad-
vantage of a database of known attacks and vulnerability exploits signatures, but fail to
detect malicious unseen activity that never appeared. In this type of IDS, an alert is trig-
gered when a match is found between the pattern analysed and an entry in the signatures
database. Behaviour-based IDSs are designed to detect zero-day attacks and exploits and
take advantage of machine learning (ML) algorithms characteristics to detect unknown
and previously unseen patterns. Although they may theoretically detect unknown attacks,
their applicability in real-world networks is low, mainly due to the complexity of the
development and the high number of false positives they usually produce.

The benchmark and assessment of ML methods are pivotal to leveraging behaviour-
based IDS adoption and implementation. Besides implementing ML models in real-world
scenarios, the assessment and tuning of this type of IDSs take advantage of realistic datasets
that represent normal and abnormal network activities. Several incursions have been made
in recent decades to develop realistic datasets [1–3]. However, the narrow scope, the lack of
heterogeneity, the reduced available formats, and the level of criticism for some of them [4]
have allowed researchers to adopt and evaluate other promising and recent ones.

Despite being recent, CSE-CIC-IDS2018 dataset has been adopted to test and bench-
mark several approaches to develop behaviour-based IDS. It is very well organized and is
publicly available at [5]. The scientific community has widely used the dataset to bench-
mark IDS, as it includes a wide range of attacks, executed with different tools, organized
in a timeline, and mixes normal and anomalous network packet flows. In addition, the
traffic was dynamically generated to simulate a corporate network. Besides the features
collected from the network flows, the dataset also includes the original PCAP files with all
the packets collected, which increases the flexibility to apply different preprocessing and
processing methods.

The CSE-CIC datasets have been evaluated by several authors, namely by bench-
marking distinct methods. In [6], the authors benchmark the CSE-CIC-IDS2017 dataset
against several ML and deep learning models. Ferreira et al. [7] evaluate CSE-CIC-IDS2017
dataset with two bio-inspired ML methods, namely CLONALG artificial immune system,
learning vector quantization (LVQ), and back-propagation multi-layer perceptron (MLP).
The detailed survey in [8] analysed several intrusion detection methods evaluated with the
CSE-CIC-IDS2018 dataset. In [9], Ferrag et al. present a survey and a comparative study of
deep learning approaches for behaviour-based intrusion detection. The authors describe
35 well-known datasets and provide their classification into 7 categories. In [10], the authors
compare a comprehensive set of deep learning frameworks in detecting network intrusions
and also in classifying common network attack types through the CSE-CIC-IDS2018 dataset.

Among the multiplicity of existing ML methods, this paper evaluates a subset of
deep-learning-based algorithms widely implemented by ML common tools, namely con-
volutional neural networks (CNN) and long short-term memory (LSTM) ML methods.
Additionally, autoencoder and principal component analysis (PCA) methods were used
to reduce the features involved in the dataset processing. The former reduces the number
of perceptrons by compressing all the information, where the input and output layers are
the same but in the hidden layers in the neural network. The latter correlates with the
variables creating components that enable the clustering of several characteristics shared by
themselves. The CSE-CIC-IDS2018 dataset was used to assess the deep learning methods,
mainly due to the diversity of network traffic it encloses and by being massively adopted
to benchmark behaviour-based IDS.

CNN and LSTM methods have already been successfully applied to evaluate other
public IDS datasets, besides CSE-CIC-IDS2018. Some recent works described below rein-
force the appropriateness of using CNN and LSTM methods to detect and classify intrusion
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detection in a wide range of public datasets, such as CSE-CIC-IDS2018, which was used in
our experiments.

In [11], the authors evaluate these methods evaluated on NSL-KDD and ISCX datasets.
In [12] the authors evaluate bi-directional LSTM deep learning method with KDDCUP-
99 and UNSW-NB15 datasets, which result in an average of 99.5% accuracy for softmax
and ReLu. NSL-KDD dataset has also been evaluated by several authors [12,13]. The
former applies an RNN method with feature reduction, for combining a correlation and
information gain, while the latter train an IDS model based on CNN and benchmark the
performance of the model with traditional machine learning methods, such as random
forest (RF) and support vector machine (SVM), and LSTM.

The significant contributions of this paper are the following: (i) the evaluation of
the CSE-CIC-IDS2018 dataset processing with CNN and LSTM; (ii) the evaluation of the
dataset with two features reduction methods, namely autoencoder and PCA; and (iii) a
set of publicly available Python scripts to assess the dataset and replicate the experiments
described in this paper.

The outcomes of the paper, namely the overall architecture and the processing pipeline,
are the foundation to evaluate this learning strategy with other public datasets. The aim is
to benchmark CNN and LSTM methods and to evaluate the influence of features reduction
in the overall performance.

The rest of the paper is organized as follows: Section 2 describes the background
behind the IDS, deep learning methods, and features reduction techniques. Next, the
overall architecture, the tools and the tests setup is described in Section 3. The results
analysis is detailed in Section 4 and, finally, the conclusions and future work suggestions
are delineated in Section 5.

2. Fundamentals

This section details the most relevant topics related to this paper’s research, namely the
fundamentals behind the intrusion detection systems (IDS) and the deep learning methods
used to evaluate the dataset.

2.1. Behaviour-Based IDS

IDSs aims to process logs generated by the active network equipment, such as com-
puters or routers, to detect deviations to the normal network behaviour. Generally, this
anomalous activity is named network intrusions, and, initially, the intrusion detection
software was designed to process and analyse the logs generated by different systems [14].
The same motivation has been applied to network traffic processing, being IDSs the most
popular application to collect, analyse, and classify network traffic content.

An IDS taxonomy was proposed by several authors [14,15], to group these systems
according to relevant characteristics. Figure 1 depicts the overall classification of IDSs
according to two of those characteristics, namely audit source location and detection
techniques used.

Figure 1. Intrusion detection systems taxonomy.
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The audit source location distinguishes the IDSs based on the source of the information
they analyse. Host- and network-based IDSs are among the most relevant sources from
where the IDS can obtain information. A host IDS collects continuously data from an
active equipment (e.g., PC or router) to identify deviations to normal behaviour, namely by
processing and analysing log files of the services running or by reading activity data, such
as CPU or memory activity.

Regarding the detection methods that can be used, behaviour-based and signature-
based IDSs are the most commonly used techniques. Behaviour-based IDS are also named
as detection by behaviour or anomaly detection IDSs, while signature-based IDSs are also
known as knowledge-based or misuse detection IDSs.

Signature-based IDSs are based on the description of known attacks by the means of a
signature or a pattern, generally termed a “rule”. It examines the network and compares
the collected data (e.g., network traffic) with a rules database (knowledge base) looking
for a match with a sample of an already known misuse. An alert is generated if a match
is found, being otherwise considered not intrusive, all the events that do not match any
signature. The most used approaches for misuse detection are expert system, and pattern
matching analysis. The same methodology can be identified in anti-malware functioning.
Signature-based IDSs are highly efficient in detecting known attacks, that is, those for which
a signature is available. However, these IDSs fail to detect those attacks that correspond
to zero-day exploits to which signatures do not yet exist. A well-known and widely used
signature-based IDS is snort [16].

Behaviour-based IDSs presuppose that all intrusive activities are necessarily anoma-
lous. These systems start by building a model that represents a trained normality profile
for network activity. They then proceed by looking for anomalous activities, which by
definition are those that do not match the previously established profile. Behaviour-based
IDSs have two major advantages over those based on signatures. On the one hand, they
have the ability to detect unknown anomalies and “zero-day” attacks. On the other hand,
the normality profile can be trained for each contextual environment, which potentially
increases the difficulty for an attacker to explore the vulnerabilities that a network may
have. A detailed description of the most relevant profiling techniques, as well as a list of
some behaviour-based IDSs recent developments, can be found in [17,18].

However, while enabling the reaction to unknown attacks, this type of IDS generates a
high rate of false positives, which implies a continuous and efficient tuning of the training
dataset and adjustment of reaction levels [7].

2.2. Long Short-Term Memory

LSTM is an artificial recurrent neural network (RNN) used in deep learning. LSTM
aims to overcome the short-term memory issue observed in RNN by predicting entire
sequences of organized data while maintaining a certain level of memory regarding past
operations [19]. Unlike normal feed-forward neural networks, an LSTM network allows
previous outputs to be used as inputs of next layers while having hidden states at arbitrary
intervals. This way, we have the possibility of using input of any length; therefore, it is
pretty suitable for classifying, processing, and predicting time series, as the traffic collected
in a computers network, with time intervals of unknown length [20].

An LSTM architecture is a chain-based structure, as depicted in Figure 2. Information
is computed in “cells”, while memory management is carried out by “gates”, generally
classified into the following types: forget gate, input gate, and output gate. These gates
contain a sigmoid activation function to compress the data received by cells and learn
which data is essential to keep or forget. Finally, the predictions are made by passing
relevant information to the chain of sequences in the neural network. These networks are
widely used and very useful today, being at the forefront of language modelling, such as in
translation or text generation, in short, any activity related to reading and writing, because
of their ability to recognize patterns throughout time.
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Figure 2. Long short-term memory architecture.

2.3. Convolutional Neural Network

A CNN is a neural network that is suitable to automatically detect and group unique
characteristics of the neural network. It is a deep learning algorithm that uses a feed-
forward network, which means that it takes an input and assigns the importance (weights
and biases that can be learned) to its features [21].

Each neuron of this artificial neural network has a non-linear activation function that
produces the final output (Figure 3). Multiple connected neurons in the neighbourhood pro-
duce a kernel or weight matrix, and multiple kernels will produce a so-called “convolution
layer” (CONV), each one producing an output.The CONV layer carries out convolution op-
erations as it scans an input. It does so by taking advantage of its various hyper-parameters
(a parameter that is set before the learning process begins, which is tunable and can affect
how well a model trains), such as the filter size (denotes the dimensions of a filter which
is applied in the process) and the stride (designates the number of pixels by which the
window moves after each operation). The resulting output is referred as feature map or
activation map. After that, the processing flows through the pooling layer (POOL), which is
a down-sampling operation that takes the average and maximum values of a given region
doing some spatial invariance. After gathering these values, the network reaches the fully
connected layer (FC) where each input is connected to all neurons.

A popular input to the CNN is an image vector with a set of enclosed features, which,
after going through all of these layers, end up in a probabilistic approximation to recognize
the desired image. A significant benefit of this algorithm is that the preprocessing required
on a regular CNN is much smaller than the other classification algorithms. The use of
CNN in IDSs is usually due to the accuracy needed in a specific classification related with
patterns. Attack types that happen with a specific pattern are easier to identify using
CNN [22].

The use of CNN and LSTM networks to classify data streams in this dataset has been
carried out a few times [23–25]. From several articles, the results were always identical,
usually above 90% in accuracy, precision, and/or recall. This always depends on the
architecture of the network used, but it is easy to conclude that both are equally good for
stream classification, even without the application of any method for feature reduction.
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Figure 3. Convolutional neural network architecture.

2.4. Features Reduction Techniques

Autoencoder and PCA are two widely used techniques to reduce the features set of a
dataset to a stage that does not compromise the overall classification performance.

Autoencoder is an unsupervised learning technique that aims to reduce the number
of inputs imposed on a neural network without “damaging” its performance. Simply put,
the autoencoder tries to copy its input to output using compression and reconstruction
techniques. Generally, autoencoder has two major components: an encoder and a decoder.
The encoder is the part of the network that compresses the input and transforms it into its
encoded representation. The decoder is the component that aims to reconstruct the given
input through the previously mentioned codified representation [26,27].

An autoencoder is used for unsupervised training methods, knowing that it has the
ability to compress the information to the minimum number of nodes in the inner layers,
this allows, with a proven encoder, the ability to store the same information in a reduced
number of features. Since it is built from a neural networks, its basis are from multi-layer
perceptrons (MLP) or CNN, among others. The methodology applied in this paper is based
on MLP, which is made up of nodes that result from the sum of all the weights plus the bias
wrapped in an activation function.This technique has been used for image compression or
noise reduction, as depicted in Figure 4. It is able to extract given characteristics from a
dataset, as an unsupervised training method, or even to generate new images from noise,
as in videos, predicting the next frame by taking the previous frame as input.

Figure 4. Autoencoder architecture.

PCA is a mathematical method that converts a set of possibly correlated observable
variables into values of linearly uncorrelated variables called principal components. It is
important to note that the number of principal components is always less (or equal) to the
number of original variables, hence why this method was chosen to test it as a possible
input reducer in the network.

PCA functioning is based on decomposing values into correlative synonyms and
is sensitive to the original variables’ relative scale or inputs. The axes of the PCA are
categorized in order of importance, which means that in clusters, or groups of values that
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are separated, their difference is more critical the further apart they are on the x-axis or the
horizontal axis [28,29].

Diving to how it works practically, considering a matrix with N rows, labelled as
“observations” and K columns, labelled as “variables”, PCA constructs a variable space with
as many dimensions as there are variables, being that each one represents one coordinate
axis (Figure 5). Next, mean centring is the following step, and it involves the subtraction of
the variable averages from the data. The vector of averages formed is interpretable as a
point in space which is situated in the middle of the point swarm. The subtraction of the
averages corresponds to a re-positioning of the coordinate system.

In the “post mean centring” scenario, the data set’s first summary index, or the first
principal component, will be computed. The first principal component is the line that best
accounts for the shape of the point swarm, as it represents the maximum variance direction
on the data. Each observation may be projected onto this line in order to obtain a coordinate
value along the “Principal Component line”. This value is known as a score.

Figure 5. Principal component analysis architecture.

Usually, the computation of only one principal component is insufficient to complete
the required process. Thus, a second principal component is calculated. It is oriented such
that it reflects the second largest source of variation in the data while being orthogonal
(contrary to being parallel) to the first principal component.

Lastly, when two principal components have been obtained, they together define a
place in the K-dimensional variable space. When projecting all of the data onto the previous
window and plotting the results, it is possible to visualize the structure of the researched
data set.

3. Overall Architecture

The overall architecture is depicted and explained in this section. A description of
the CSE-CIC-IDS2018 dataset and the tools used to process CNN and LSTM methods are
explained.

Figure 6 depicts the overall architecture for preprocessing and processing the dataset.
The initial dataset can be divided and processed by each day or used as a whole. It is
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initially preprocessed by the Orange data mining tool in order to remove inconsistencies
(Infinity, NaN, and null values). The result is a clean CSV file loaded to Pandas framework,
where the headers are removed and passed to a NumPy array.

The tests were made with the initial features set and by resulting set after autoencoder
and PCA methods have been applied. The number of features of each network flow was
reduced from 78 to 18.

Figure 6. Overall processing architecture.

The initial dataset is then split into training and testing sets. In the test setup described
in Figure 6 which represents the validation process of the dataset, the training set is 90%
length and the remaining examples correspond to 10% for testing. The training phase
builds the separated models for LSTM and CNN deep learning methods. The testing phase
process each model with the testing set to recognize the enclosed network attacks. The
dataset is cross-validated ten times and the global results are presented. The results identify
the metrics obtained by each run and the global result regarding accuracy, precision, recall,
and F1 score.

The processing of CNN was made through Keras and the K-fold cross-validation use
Python scripts developed under Scikit- learn library.

3.1. Dataset

CSE-CIC-IDS2018 is a dataset created by the Canadian Institute for Cybersecurity
(CIC) and the Communications Security Establishment (CSE) and has been used to train
predictive models to detect intrusions based on network traffic anomalies [5,30]. The
dataset contains a different type of attack each day and is divided into two parts: (i) 1 TB of
PCAP files with all the packets captured in the test network; (ii) an already processed CSV
file, ready to be processed by machine learning algorithms.

Table 1 details the nine days of activity used to benchmark the dataset with the CNN
and LSTM methods. It is possible to observe a more significant number of flows related to
DoS and DDoS attacks, respectively, on 16 and 21 February. The brute force attack observed
on 14 February is the third attack in the number of malicious flows. By their nature, these
three attack types are expected to have a larger number of packets and flows compared
with other malicious activities.
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Table 1. Detailed of the attacks used for benchmark.

Date Attack
Type Malicious Flows Total Number of Flows

14 February 2018 BruteForce 380,943 1,044,751

15 February 2018 DoS 52,498 1,040,548

16 February 2018 DoS 601,802 1,048,574

21 February 2018 DDoS 687,746 1,048,575

22 February 2018 Web App
Attack 362 1,042,965

23 February 2018 Web App
Attack 566 1,042,867

28 February 2018 Infiltration 68,236 606,902

1 March 2018 Infiltration 92,403 328,181

2 March 2018 Botnet 286,191 1,044,525

The dataset has six different types of attacks, namely BruteForce, Botnet, denial of
service (DoS), distributed DoS (DDoS), web attacks, and infiltration attacks, distributed by
specific dates. Table 2 describes the different tools and frameworks used in the execution of
each attack. For example, DoS attacks were executed with the following tools: GoldenEye,
Slowloris, SlowHTTPTest, and Hulk [31]. Regarding BruteForce, two penetration testing
tools of Patator BruteForce suite, available on Kali Linux were used, namely FTP-Patator
and SSH-Patator [32]. Damn Vulnerable Web Application (DVWA) was used to generate
malicious traffic [33] produced by various web attacks. Infiltration attacks were inflicted
by nmap and portscan tools. Both scanners employ passive attacks and collect precious
information to initiate a remote access for infiltration purposes [34]. IoT Botnet ARES com-
munications were used to produce Botnet-related traffic [35]. DDoS traffic was generated
through the Low Orbit Ion Cannon (LOIC) network stress testing and denial of service
attack application [36].

Table 2. Tools used in each attack.

Attack Type Tools Used

BruteForce FTP-Patator and SSH-Patator

DoS Hulk, GoldenEye, Slowloris, Slowhttptest

Web Applications Attack Damn Vulnerable Web Application (DVWA)

Infiltration nmap and port scan

Botnet Ares-botnet

DDoS Low Orbit Ion Cannon (LOIC)

The tools used to generate the attacks have produced distinct network traffic patterns
for the same vulnerability exploits. For example, the various tools used to generate DoS
attacks, namely Hulk, GoldenEye, Slowloris, and Slowhttptest, have the same goal and
aim to attain similar results; however, the procedures employs and the network traffic
generated by each one is necessarily different. This fact challenges the detector, as for the
same attack distinct patterns should be trained to consequently have a better detection,
regardless the tool used to generate the attack.

3.2. ML Tools

ML algorithms are widely implemented in various tools, as well as applications to
support data preprocessing tasks.
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Orange data mining [37] was used to remove incomplete and missing data in the
dataset. It is an open-source data processing tool equipped with an appealing GUI and a
set of machine learning algorithms. However, it is essential to mention that this tool does
not have non-blocking interfaces, so handling large amounts of data is challenging.

Keras [38] is an open-source high-level Python API used for a deep neural network.
It can run on top of TensorFlow [39] (our case), Microsoft Cognitive Toolkit, R, Theano,
or PlaidML. It is a user-friendly and extensible tool, which helps to adjust the model if
needed to try out different scenarios. It is also used alongside TensorFlow to implement
into the pipeline any functionality that may not be present within Keras framework. Ten-
sorFlow [39], an open-source machine learning platform developed by Google, was used to
train and test the chosen models.

Scikit-learn [40] is a machine learning library that encompasses several machine
learning algorithms, namely for regression and classification as well as data processing
functions. This tool was used to prepare training and testing sets, and to calculate ROC
curves and confusion matrix. MatplotLib [41] is a library for Python that was used for data
visualization and graphical plotting.

3.3. Evaluation Metrics

The following metrics were used to evaluate the results depicted in Section 4:

• False positive rate (FPR) refers to the ratio of wrongly predicted attacks to the total
observations. This number should be as low as possible.

• Accuracy (A) is the ratio of correctly predicted observation to the total observations.
• Precision (P) means the ratio of correctly predicted positive observations to the total

predicted positive observations. Higher precision is related to the low false positive
rate—the higher the better.

• Recall (R) should be also the higher the better and indicates the ratio of correctly
predicted positive observations to all observations.

• F1 is an harmonic and weighted average of Precision and Recall.

4. Results

This section presents the results obtained with the benchmark of CNN and LSTM.
Their models were initially evaluated with an 80–20 rule (80% of the dataset for training and
the remaining 20% for testing) and then validated by applying a 10-fold cross-validation.

4.1. Evaluation of the Models with 80–20 Rule

This subsection describes the results obtained with an 80–20 rule applied to the dataset,
in which 80% was used for training and the remaining was used for testing. The input
sequence size for the LSTM nets for the next iteration was set to 12 and the following
parameters were also chosen for both models: activation, loss functions, and optimizers.

The activation functions used in the LSTM layers were “arctang”, “sigmoid”, and
“ReLu”. For CNN layers, namely in the last layer of each model, the “softmax” function
was used to make the model probabilistic. Since these models are probabilistic and devoted
to classification purposes, the loss function chosen was “Sparse Categorical Crossentropy”.
The chosen optimizer was “Adam” in both models, an already developed evolution of the
“gradient descent” base algorithm. This optimizer was used in both models with a learning
rate of 0.00025.

The results summarized in Table 3 express a high level of precision and accuracy
attained with the experiments. As brute force attacks present a sparsity of malicious traffic
when added to the total number of attacks in the dataset do not represent a large enough
percentage to be noticeable in the end, it is hard to know if there was any improvement
with the merging of the data. However, another conclusion that can be drawn is the
significant improvement in recognizing infiltration attacks. This is due to the improvement
in recognition of benign traffic. With the more significant amount and diversity of data in a
single model, the recognition of attacks is substantially better than in individual models.
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Table 3. Results obtained with LSTM and CNN models with a split of 80% training and 20% testing.

Models Precision Recall Accuracy FPR F1

CNN 0.9967 0.9982 0.9993 0.0005 0.9974

LSTM 0.9985 0.9970 0.9994 0.0002 0.9977

4.2. Evaluation of the Models with 10-Fold Cross-Validation

Cross-validation is a technique designed to evaluate predictive models, by partitioning
the original dataset into a training set to train the model, and a test set to evaluate it. The
models generated through LSTM and CNN were tested with a 10-fold cross-validation, in
which in each one of the 10 interactions , 90% of the dataset is used for training, while the
remaining 10% was used for testing.

Table 4 summarizes the results obtained with both models but applies a stratified
10-fold cross-validation method, where the dataset is randomly divided into 10 different
parts. The training set corresponds to 90% of the dataset, while the remaining 10% is used
to test and evaluate each one of the ten iterations.

Table 4. Results obtained with LSTM and CNN models by applying 10-fold cross-validation.

Models Precision Recall Accuracy FPR AUC F1

CNN 0.9929 0.9981 0.9987 0.0011 0.9984 0.9955

LSTM 0.9942 0.9932 0.9983 0.0009 0.9961 0.9937

The results attained still reveal a high level of precision and recall on detecting the
attacks present in the dataset. The area under the curve (AUC) measures the classifier’s
performance to distinguish between two classes, in this case, normal traffic and network
attack. AUC can be seen as a summary of the ROC curve, and the higher the AUC, the
better the model’s performance to distinguish between normal traffic and intrusions. The
values attained for the AUC measure are above 99%, which reveals the high performance
of both methods.

4.3. Feature Reduction Methods Evaluation

A feature reduction attempt was made to reduce the number of features being pro-
cessed and, at the same time, to decrease the training processing time of each model.
The reduction in the parameters set was applied to each flow, and autoencoder and PCA
techniques were evaluated.

To evaluate the gain in processing time for CNN model, we picked up the dataset of
2 March 2018. Table 5 summarizes the processing time and the accuracy with the initial set
of 78 features, where it is possible to identify the processing time, accuracy, and loss for the
first five epochs.

Table 5. Training dataset of 2 March 2018 with the initial features set.

Epoch Time (s) Accuracy Loss

1 167 0.981 0.047

2 166 0.999 0.004

3 179 0.999 0.003

4 249 0.999 0.002

5 252 0.999 0.002

For this particular training/testing, an 80–20 distribution was used (80% of the data for
training and 20% for testing). When applying the PCA and autoencoder reduction methods
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to the same dataset (2 March 2018), the processing time reduces, and the performance
remains intact compared with the initial features set results. Table 6 summarizes the results
obtained with autoencoder, while Table 7 summarizes the results obtained with PCA. In
both cases, the initial set of 78 features was reduced to 18 and only the results of the first
5 epochs are detailed.

Table 6. Training dataset of 2 March 2018 with the feature set reduction through autoencoder.

Epoch Time (s) Accuracy Loss

1 45 0.933 0.157

2 44 0.998 0.010

3 44 0.998 0.008

4 44 0.999 0.006

5 44 0.999 0.005

Table 7. Training dataset of 2 March 2018 with the feature set reduction through PCA.

Epoch Time (s) Accuracy Loss

1 44 0.945 0.129

2 43 0.998 0.010

3 43 0.999 0.006

4 42 0.999 0.005

5 40 0.999 0.005

Analysing both approaches, it is possible to conclude that, despite there being fewer
data in training with autoencoder and PCA methods, they both attain almost the same level
of accuracy as with the initial features set (Table 5). The processing time has greatly reduced
in both models, as the size of the networks has also reduced. A reduction in convergence
time is observed of more than five times the initial time.

4.4. Intrusion Detection Evaluation

Intrusion detection is a compound technique with a deep learning method (CNN or
LSTM) and a features reduction approach (autoencoder or PCA). Table 8 summarizes the
results obtained with CNN model employing PCA to reduce the features set.

Table 8. Results obtained with a training CNN and PCA.

Day/Attack F1 Precision Recall FPR TNR Accuracy

2 March 2018/Botnet 0.9992 0.9993 0.9993 0.0002 0.9997 0.9996

21 February 2018/DDoS 1.0000 1.0000 1.0000 0.0000 1.0000 1.0000

15 February 2018/DoS 0.9972 0.9951 0.9994 0.0002 0.9997 0.9997

16 February 2018/DoS 0.7293 0.5739 1.0000 1.0000 0.0000 0.5740

1 March 2018/Infiltration 0.3463 0.7896 0.2218 0.0232 0.9768 0.7642

28 February 2018/Infiltration NaN NaN 0.0000 0.0000 1.0000 0.8876

14 February 2018/SshFtpBruteForce 1.0000 1.0000 1.0000 0.0000 1.0000 1.0000

22 February 2018/WebXssBruteForce 0.6909 1.0000 0.5278 0.0000 1.0000 0.9998

23 February 2018/WebXssSQLBruteForce 0.4865 1.0000 0.3214 0.0000 1.0000 0.9996
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Table 9 summarizes the results obtained with CNN model employing autoencoder
method to reduce the features set.

Table 9. Results obtained with a training CNN and autoencoder.

Day/Attack F1 Precision Recall FPR TNR Accuracy

2 March 2018/Botnet 0.9990 0.9984 0.9996 0.0005 0.9994 0.9995

21 February 2018/DDoS 1.0000 1.0000 1.0000 0.0000 1.0000 1.0000

15 February 2018/DoS 0.9960 0.9928 0.9992 0.0003 0.9996 0.9996

16 February 2018/DoS 0.7293 0.5739 1.0000 1.0000 0.0000 0.5739

1 March 2018/Infiltration 0.3421 0.7595 0.2208 0.0274 0.9726 0.7609

28 February 2018/Infiltration NaN NaN 0.0000 0.0000 1.0000 0.8876

14 February 2018/SshFtpBruteForce 0.9998 0.9995 1.0000 0.0002 0.9997 0.9998

22 February 2018/WebXssBruteForce 0.5600 1.0000 0.3889 0.0000 1.0000 0.9998

23 February 2018/WebXssSQLBruteForce 0.2769 1.0000 0.1607 0.0000 1.0000 0.9995

The same datasets were evaluated with the LSTM, PCA, and autoencoder methods.
Table 10 summarizes the results obtained with LSTM model employing PCA method to
reduce the features set.

Table 10. Results obtained with a training LSTM and PCA.

Day/Attack F1 Precision Recall FPR TNR Accuracy

2 March 2018/Botnet 0.9994 0.9992 0.9997 0.0003 0.9997 0.9997

21 February 2018/Ddos 0.9987 1.0000 0.9975 0.0001 0.9999 0.9983

15 February 2018/Dos 0.9958 0.9945 0.9971 0.0003 0.9997 0.9996

16 February 2018/Dos 1.0000 1.0000 1.0000 0.0000 1.0000 1.0000

1 March 2018/Infiltration 0.4852 0.7757 0.3530 0.0400 0.9600 0.7891

28 February 2018/Infiltration NaN NaN 0.0000 0.0000 1.0000 0.8876

14 February 2018/SshFtpBruteForce 0.9998 0.9997 0.9999 0.0002 0.9998 0.9999

22 February 2018/WebXssBruteForce 0.8174 0.7224 0.9412 0.4444 0.0001 1.0000

23 February 2018/WebXssSQLBruteForce 0.4658 1.0000 0.3036 0.0000 1.0000 0.9996

Table 11 summarizes the results obtained with LSTM model employing autoencoder
method to reduce the features set.

Table 12 summarizes the average F1 of the respective models with both feature reduc-
tion methods, for each trained attack.

By analysing the results obtained with the experiments, it is possible to elaborate the
following main conclusions:

• The difference of the results obtained between PCA and autoencoder is not signifi-
cantly large to be able to say that the data reduction method affects the performance
of the deep learning models;

• The difference in the results obtained with the different attacks is minimal. The
results obtained with LSTM on 16 February 2018 were a bit lower, but also with good
performance;

• The results with brute force attacks reveal inconsistency, despite the good performance
on day 14 February 2018;

• Infiltration attacks were the least successful, as none of the models were able to classify
the traffic correctly.
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Table 11. Results obtained with a training LSTM and autoencoder.

Day/Attack F1 Precision Recall FPR TNR Accuracy

2 March 2018/Botnet 0.9745 0.9788 0.9702 0.0079 0.9921 0.9861

21 February 2018/DDoS 0.9990 1.0000 0.9979 0.0000 1.0000 0.9986

15 February 2018/DoS 0.9917 0.9894 0.9941 0.0006 0.9994 0.9992

16 February 2018/DoS 1.0000 1.0000 1.0000 0.0000 1.0000 1.0000

1 March 2018/Infiltration 0.4407 0.7878 0.3059 0.0323 0.9677 0.7814

28 February 2018/Infiltration NaN NaN 0.0000 0.0000 1.0000 0.8876

14 February 2018/SshFtpBruteForce 0.9998 0.9996 0.9999 0.0000 0.9998 0.9998

22 February 2018/WebXssBruteForce 0.4444 1.0000 0.2857 0.0000 1.0000 0.9998

23 February 2018/WebXssSQLBruteForce 0.3824 1.0000 0.2364 0.0000 1.0000 0.9996

Table 12. Averages of the F1 measure obtained for each pair of deep learning and feature reduction
methods, and for each attack type.

Attack CNN–PCA CNN–Autoencoder LSTM–PCA LSTM–Autoencoder

Botnet 0.9992 0.9990 0.9994 0.9745

DDoS 1.0000 1.0000 0.9987 0.9990

DoS 0.8632 0.8626 0.9979 0.9958

Infiltration - - - -

BruteForce 0.7258 0.6122 0.7610 0.6089

The results obtained with the experiment denoted that both models generally achieved
excellent detection performance for attacks that produce more network traffic flows, such
as Botnet or DoS attacks. Infiltration attacks, however, fell short of expectations. Despite the
good result on the 14 February 2018, there are not enough data to gather any well-supported
conclusion for brute force attacks.

4.5. Related Work Comparison

The CSE-CIC-IDS2018 dataset has been widely used by several authors to benchmark
network intrusion detection techniques, mainly those based on machine learning and deep
learning methods. Table 13 details the comparison of our best results with those obtained
by other authors, for the CSE-CIC-IDS2018 dataset.

Table 13. Comparison with other works available in the literature.

Models Accuracy Precision Recall AUC

CNN—our results 0.9987 0.9929 0.9981 0.9984

LSTM—our results 0.9983 0.9942 0.9932 0.9961

CNN [23] 0.9999 0.8175 0.8225 n/a

LSTM [25] 0.9620 0.9600 0.9600 n/a

XGBoost [42] 0.9600 0.9900 0.7900 n/a

Deep autoencoder [43] 0.9920 0.9500 0.9890 n/a

Random Forest, Decision Tree [44] 0.9999 1.000 0.999 n/a

Logistic Regression, Decision Tree, and Gradient Boosting [45] 0.9880 0.9880 0.9710 0.9410
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The results we have obtained with CNN and LSTM methods are competitive with
those presented from other authors. The accuracy is above 0.96 in all the models and our
results are also very competitive regarding the precision and recall, when comparing with
the models that present the best results. Some of the models being compared do not use
cross validation and, in some cases, the results are global and do not give information
about which attacks are being detected. Although some additional experiments have to
be made to compare our results with the methods described in the literature, the overall
results obtained show the appropriateness of applying CNN and LSTM methods to detect
intrusions in the dataset. The use of these methods together with PCA and autoencoder, as
depicted in Table 4, while lowering slightly the performance obtained still keep the results
benchmarked with other related work results.

5. Conclusions

This paper presented a comparative study about using deep learning methods to
detect network intrusions. The dataset CSE-CIC-IDS2018 was used to benchmark CNN
and LSTM deep learning models, employing feature reduction through autoencoder and
PCA methods.

Globally, the results revealed a good detection performance with both CNN and LSTM.
It is also possible to conclude that feature reduction methods did not impact the overall
detection performance while reducing the processing time. Autoencoder only compresses
the data, so the processing is not slower than PCA. Regarding the fact that PCA may lose
an amount of information to the point that it is not suitable for detecting certain types
of attacks, the results show a slight decrease in “hits” with PCA, but not too significant.
Both feature reduction methods converged to almost the same results, using both CNN
and LSTM.

Some datasets are too unbalanced, having too much more benign traffic compared
with the traffic related to intrusions. Some examples refer to the XSS, brute force, and SQL
Injection attacks. Expected models faced constraints with detecting attacks that have not
been trained yet. The detection of variations of attacks, such as DoS and DDoS, is also
challenging, frequently generating false positives .

Regarding future work, the following topics are being under development. Firstly,
we are extending the learning architecture to evaluate the influence of an ensemble-based
model, which aggregates the classification of distinct classifiers. We aim to evaluate the
improvement made by an ensemble-based model and how it may benefit the overall
classification results, mainly those misclassified examples by CNN and LSTM classifiers
separately.

Secondly, we aim to evaluate the learning architecture proposed in this paper with
other public IDS datasets, besides CSE-CIC-IDS2018.

Finally, as the dataset has both network flows and the corresponding packets, we
intend to apply the same learning strategy and compare the results obtained with those of
network flows.
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A accuracy
AUC area under the curve
CNN convolutional neural network
CIC Canadian Institute for Cybersecurity
CSE Communications Security Establishment
DDoS distributed denial of service
DoS denial of service
DVWA Damn Vulnerable Web Application
FPR false positive rate
FP false positive
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LOIC low orbit ion cannon
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MLP multi-layer perceptron
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P precision
PCA principal component analysis
R recall
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RF random forest
ROC receiver operating characteristic
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