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Abstract

:

The urgent need for CO   2   reduction is calling upon the industry to contribute. However, changes within local energy supply systems including efficiency enhancement are bound to several economical and technical constraints, which results in interfering trade-offs that make it difficult to find the optimal investment option for CO   2   mitigation. In this article, a new optimization model is presented that allows to optimize the design and operation of a supply and heat recovery system and production scheduling simultaneously. The model was used for retrofitting of a small brewery’s local energy system to identify decarbonization measures for eight potential future scenarios with different technical, economical and ecological boundary conditions. The results show that the proposed cost-optimized changes to the current energy system only slightly reduce carbon emissions if decarbonization is not enforced since the optimal solutions prioritize integration of photo voltaic (PV) modules that mainly substitute electricity purchase from grid, which is already assumed to be carbon free. However, enforcing decarbonization rates of 50% for the assumed future boundary conditions still results in cost savings compared to the current energy system. These systems contain heat pumps, thermal energy storages, electric boilers, and PV. Battery storages are only part of the optimal system configuration if low to moderate decarbonization rates below 50% are enforced. An analysis of marginal costs for units not considered in the optimal solutions shows that solar thermal collectors only require small decreases in collector cost to be selected by the solver.
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1. Introduction


1.1. Background and Motivation


Despite the COVID-19 pandemic, which significantly squelched economic and social activities in 2020, global CO   2   emissions only dropped by 6.4% [1]. The International Energy Agency World Energy Outlook [2] does not predict a further decrease, and the positive effect will be fading away until 2030 [3], which makes it impossible to meet the targets stated in the 2030 Climate & Energy Framework as part of the European Green Deal [4] without further human action. The need for decarbonization is emphasized through CO   2  -certificates and carbon taxes. The current trend of increasing energy costs is likely to continue, and thus incentives for industry to reduce energy consumption and switch to carbon-free energy supply will grow in the future. Considering allocated electricity and heat emissions to the different economic sectors, the industry is by far the largest emitting sector, with over 40% of global emissions [5] baring a huge potential for improvements.



In industry we can distinguish between so-called “hard-to-abate” sectors and sectors where decarbonization can succeed more easily. In the first group, one can find processes with very high temperatures, usage of fossil energy sources as crucial raw material, and process-related emissions of, e.g., iron and steel, chemicals, glass, and concrete production. The second group, where still large amounts of fossil fuels are used to provide process heat includes, among many other processes, the production of beer. The brewing process is a well-suited example for a promising batch process for decarbonization due to its comparably low temperature levels below 160 °C as stated by Eiholzer et al. [6] and Sturm et al. [7] and was thus considered as an exemplary case study in this article. In previous works on decarbonization of the brewing process Sturm et al. [8] evaluated biogas produced from a brewery’s waste for energy supply; several studies focused on the use of solar energy [6,9,10]; and Dumbliauskaite et al. [11] studied the integration of heat pump (HP)s and mechanical vapor recompression systems. Even though the low temperature requirements yield large potentials, a cost-optimal energy supply poses difficult tasks for the brewing industry, as they need to consider increasingly complex trade-offs between minimal costs for energy purchase and minimal equipment costs for storage, energy conversion, and on-site generation of renewable energy.



Mathematical optimization is a commonly used approach when complex trade-offs need to be considered. Frangopoulos [12] identified system synthesis, system design, and system operation as three crucial levels in optimizing energy systems that influence each other and thus need to be considered simultaneously to find optimal solutions [13]. This statement is true also for optimization of industrial energy systems where finding optimal trade-offs can be divided into three aspects that are interlinked. On the level of the production system there is (i) heat exchanger network synthesis (HENS) with the goal to optimize heat recovery and thus reduce energy costs and (ii) process scheduling, which optimizes the sequence in which production steps are carried out. On the supply side of the energy system there is (iii) supply system synthesis considering units such as steam generators, thermal energy storages, chillers, combined heat and power supply units, and on-site generation of renewable energy with the goal to provide the required energy demands at minimal costs.



Considering these aspects individually, either energy costs (process scheduling and HENS) or energy demand profiles (supply system synthesis and HENS) need to be prescribed. However, in cases where the design and operation of the energy supply system itself are also subject to changes, energy costs cannot be prescribed as they are the result of the aforementioned optimization. Similarly, optimization of heat recovery by means of HENS can be subject to temporal changes in the process schedule and thus both heat recovery potentials and demand profiles are not fixed. Following sequential approaches or considering only certain aspects thus leads to sub-optimal solutions for changes in the considered energy system, especially for batch processes. In this regard, Leenders et al. [14] stated that operation of the production system and of the energy supply system need to be optimized simultaneously to obtain better solutions since separated planning in general increases total costs. In the following, a review of important works on these aspects is presented with a focus on those considering trade-offs between investment and energy costs.




1.2. Literature Review on Energy System Optimization for Industrial Batch Processes


Regarding non-continuous or batch processes such as the brewing process, optimal process scheduling can include various optimization criteria such as minimizing makespan or down-times or maximizing throughput and even social criteria as proposed by Fathollahi-Fard et al. [15]. Recently, Wang et al. [16] presented a multi-objective optimization approach to improve the carbon footprint of the process and to minimize makespan. However, in breweries, production rates can be far below 100% capacity and thus optimization criteria such as minimizing makespan or maximizing production output are of low priority. However, scheduling also influences heat recovery potentials and thus energy costs as they highly depend on the temporal overlap of heat sources and sinks. A review article has been published on this subject by Fernandez et al. [17] in 2012. Authors who considered heat integration and process scheduling together are Adonyi et al. [18] who used an S-graph approach to minimize utility consumption, Zhao et al. [19] and Bozan et al. [20] who also used mixed-integer nonlinear programming (MINLP) formulations for scheduling and heat recovery, Chen and Chang [21] who applied an mixed-integer linear programming (MILP) formulation for the modeling of short-term and periodic scheduling problems with direct heat integration in batch plants, and Jung et al. [22] who used a non-linear programming formulation for optimal rescheduling and heat recovery. Lee and Reklaitis [23] also described the possibilities of heat integration offered by scheduling employing an MILP formulation and stated that significant savings in the utility cost of batch plants could be obtained. Majozi and various co-authors ([24,25]) also developed mathematical programming formulations for the optimization of heat-integrated batch chemical plants including a continuous-time framework, which resulted in in a drastic reduction in binary variables compared to the discrete-time formulation. This formulation was later extended for storage integration by Stamp and Majozi [26]. Recently, Magege and Majozi [27] presented a new MINLP formulation for the simultaneous optimization of the process design, scheduling, and heat integration of multipurpose batch plants using a stream-task-oriented scheduling formulation, which enables explicit description of the movements of the intermittently available streams. The optimization objective was to maximize annual net profit, which is a trade-off between production throughput, capital costs, and energy costs. The utility system, however, is prescribed and not subject to optimization. In an overview of current research on scheduling and planning problems Castro et al. [28] also presented a combined optimization model for HENS and process scheduling.



Energy supply system synthesis was addressed by Pipattanasomporn et al. [29] who presented a model for the optimal design of grid-connected distributed generation systems for industrial facilities considering electricity as a commodity without energy storage, whereas Paudyal et al. [30] present a generic model for optimal operation of industrial energy systems without capacity expansion planning. In the model by Atabay et al. [31] energy supply capacity expansion planning and unit commitment are included. They consider different energy conversion units and storage systems with the objective to identify the cost-optimal configuration and operation for the system with respect to given demand profiles for different commodities such as electricity, heating, and cooling. Wilkendorf [32] also introduced a flexible superstructure for utility system synthesis with minimum annual capital and operating costs considering fixed demand profiles. Similarly, the optimization model presented by Voll et al. [33] for utility system synthesis allows to include various types of energy and conversion units supporting part-load performance curves to supply given energy demand profiles. Various authors used a MILP-based approach called Method for analysis of INDustrial energy systems, which is a flexible optimization model for decision support and analyses of industrial energy systems [34,35,36,37]. Industrial energy systems are modeled using nodes and units that either require, store, or provide different commodities such as steam, electrical energy, or water. Both energy supply units and individual process steps can be optimized using a user-defined superstructure of alternative options. Optimization of heat recovery can be considered implicitly defining different levels of heat integration for certain processes. Optimization methods for energy supply systems have also been used in the context of domains other than industry such as micro-grids [38,39,40,41] and residential buildings [42,43,44,45].



Leenders et al. [14] addressed the interlink between the operation of the energy supply system and the production system applying a Stackelberg game between them to optimize energy costs. Since optimization of energy supply and heat recovery measures are also interlinked, optimization approaches have been developed that consider these aspects simultaneously. For example, different combinations of Rankine cycles, steam cycles, and cooling water systems were considered together with HENS for continuous operation [46,47,48,49,50]. Elsido et al. [51] considered organic Rankine cycles and and heat recovery steam cycles but also HP and combined heat and power cycles in an MINLP superstructure also for continuous operation. Hofmann et al. [52] presented a combined MILP optimization model considering heat recovery, utility system operation, and integration of a thermal energy storage (TES) system for non-continuous processes without utility system synthesis, whereas Elsido et al. [53] introduced a multi-period MINLP model that simultaneously considers synthesis of the heat exchanger network (HEN), the utility system, and TES.




1.3. Research Gap, Study Contribution, and Outline


None of the published works consider the trade-offs between scheduling, heat integration, and the optimal operation and design of the energy supply system or utility system at the same time. However, combining these aspects in a single optimization problem potentially yields improved solutions for operation and investment decision-support compared to sequential approaches or to optimization of individual aspects. The findings in Hofmann et al. [52] emphasize improved solutions for combined optimization of heat recovery and operation of energy supply units compared to sequential optimization stating less heat recovery but better supply unit efficiencies and lower primary energy consumption compared to the sequential approach.



The main contribution of the present work is a novel optimization model for cost-efficient decarbonization of a small-scale brewery, which for the first time comprises the combination of process scheduling, HENS and supply system synthesis. This reduces the risks of sub-optimal parameter selection at the interface of the individual sub-problems and thus yields potentially improved retrofit solutions for industrial energy systems. The model builds on the authors’ previous works (Halmschlager et al. [54] and Hofmann et al. [52]) and allows to simultaneously optimize various important aspects for the energy system such as time and quantity of energy purchase from the grid, the amount of on-site renewable energy production, the process schedule, heat recovery, and the selection of energy storage and conversion units. This is realized through a novel extension for stage-wise superstructure models for HENS that allows to couple the model with a scheduling formulation. Seasonal changes in production rates, energy prices, and potentials for on-site generation of renewable energy pose a challenge for model complexity. This issue is addressed using representative days for each month and an inter-day storage model to account for storage charging and discharging for prolonged periods. The model and its capabilities to optimize various aspects of industrial energy systems in non-continuous processes are demonstrated by means of a decarbonization study for a small-scale brewing process. Different future scenarios for energy prices and equipment costs were defined and optimized using the proposed model identifying cost-efficient measures for a CO   2   reduction of more than 50%. Marginal costs analysis was conducted to identify the price gap for new units to be included in the optimal solution.



The remainder of the work is structured as follows. The optimization model with its sub-models and model interfaces is described in Section 2. Section 3 introduces the considered brewing process, assumptions for abstraction of the case, and the scenarios considered as boundary conditions for decarbonization. The results for the case study are presented in Section 4 and finally Section 5 concludes the article.





2. Optimization Model


The model proposed in this work is a mathematical programming formulation of the MILP class, meaning that the model constraints can only contain linear dependencies, and the variable values can be continuous or integers. The basic structure of the optimization model is shown in Figure 1 including the interfaces between the individual sub-models, which are described in more detail in this section:




	
Process scheduling: The formulation presented in this work belongs to the class of time-point scheduling approaches using a predefined number of time points. The formulation employs the concept of virtual buckets, which are used to define process dependencies and to model both stream activity for the HENS and power demands for the supply system synthesis sub-models.



	
HENS: The model for heat recovery is based on a modified version of Yee and Grossman’s stage-wise superstructure MINLP formulation [55]. In previous works, the authors proposed a linearized version (Beck and Hofmann [56]) and an extension for multi-period retrofit cases (Halmschlager et al. [54]), which are also used here. In the present work, a novel interface for process scheduling is introduced that allows to determine stream activity through the scheduling formulation.



	
Supply system synthesis: The sub-model for structural optimization of the energy supply system is based on a unit commitment formulation for a predefined temporal horizon and includes a superstructure of suitable local energy generation units, conversion units, and storages. The units in the supply system need to satisfy power demands resulting from process scheduling and residual heating and cooling requirements from the HENS sub-model considering energy price variations, changing ambient conditions, and variations in solar irradiation, which are important for local renewable energy generation from PV and solar thermal (ST). Each unit consists of ports (e.g., thermal loads and electricity) and internal constraints defining the unit characteristics. A power-based approach similar to those by Morales-España [57] or Halmschlager et al. [54] was used. For seasonal and inter-day storage, a slightly modified version of the storage model proposed by Kotzur et al. [58] was implemented.








2.1. Objective Function


The objective for the optimization model was the minimization of total annual costs (TAC) in the overall energy system   TAC total  , which consist of annualized costs in the supply system synthesis model   TAC SSS   and annualized costs in the HENS model   TAC HENS  . It can be written as


  min   TAC total  =  TAC SSS  +  TAC HENS  .  



(1)







The TAC for the supply system   TAC SSS   consist of annualized investment costs for all new units defined through the set   UNIT  a l l    and depend on the unit’s nominal capacity   CAP unit  , the capacity specific costs   c  unit , v a r   , and step-fixed costs modeled using the binary variables   z unit   for unit existence and the cost-coefficient for step-fixed costs   c  unit , f i x   . Annualized investment costs are calculated using a predefined depreciation period   t  d e p   . Energy costs are calculated using cost coefficients   c t power   and   c fuel   together with the variables   P t   and   F t   for purchased energy. Index t depicts the discrete time periods.


      TAC SSS  =  1  t  d e p     ∑  u n i t ∈  UNIT all      CAP unit   c  unit , v a r   +  z unit   c  unit , f i x          +  ∑  u n i t ∈  UNIT all     ∑ t    c fuel   F t  +  c t power   P t    d t      



(2)







The TAC for the HENS sub-model   TAC HENS   consist of step-fixed costs and variable costs for new heat exchanger (HEX). Step-fixed costs are determined through binary variables   z  t y p e    with   type ∈ [ D i r e c t , U C , U I C , U H , U I H ]   depicting the existence of HEX for direct heat recovery and connection to utilities and a corresponding cost-coefficient   c  HEX , f i x   . Variable costs consist of discounted HEX areas     A  t y p e    β   where  β  is the discount factor considering scaling effects and the area-specific HEX costs   c  HEX , v a r   . Indices i and j depict the connected hot and cold streams, whereas index k determines the temperature stage the HEX is located in.


      TAC HENS  =   c  HEX , f i x    t  d e p      ∑ i   ∑ j   ∑ k   z  i , j , k  Direct  +  ∑ i   z i  U C   +  ∑ i   ∑ k   z  i , k   U I C   +  ∑ j   z j  U H   +  ∑ j   ∑ k   z  j , k   U I H          +   c  HEX , v a r    t  d e p      ∑ i   ∑ j   ∑ k     A  i , j , k  Direct   β  +  ∑ i     A i  U C    β  +  ∑ i   ∑ k     A  i , k   U I C    β  +  ∑ j     A j  U H    β  +  ∑ j   ∑ k     A  j , k   U I H    β       



(3)








2.2. Process Scheduling Formulation


The process scheduling formulation used in this work belongs to the class of time-point scheduling approaches. In case of time-point- or time-interval-based models the time horizon is discretized by a predefined number of time points. Binary variables denote whether a certain task is performed at each time point; thus, the number of binary variables strongly depends on the number of time points. However, there is no known approach to determine the sufficient number of time points for the globally optimal solution; thus, an iterative approach is usually used, which may result in sub-optimal schedules [59]. On the contrary, these models can address general network based scheduling problems with batch sizing, due dates, material balances, and various storage policies as described by Hegyhati and Friedler [60].



The schedule of the processes   p ∈ PROC   is defined by a binary variable that toggles process starts in each period   z  p , t   P S   . A continuous auxiliary variable    z  p , t   P A   ∈  [ 0 , 1 ]    is introduced to simplify constraints for process activity, which takes on the value 1 in the case that process p is active in a given period t. This variable yields also an interface to the HENS formulation of the overall model. If a process p has heating or cooling requirements, it is set equal to the activity variable of the corresponding heating or cooling requirements in the HENS sub-model. The link to the process start variables is established through the constraint


   z  p , t   P A   =  ∑  i = t + 1 −  d p   t   z  p , i   P S    



(4)




which sets the process to active for the number of time intervals   d p   after the process start time. The constraints also ensure that only one instance of a process can be active at any time. The number of scheduled instances   n p   for a given period is ensured by


   ∑  t     z  p , t   P A   =  n p  .  



(5)







Besides global limits on possible process activity, which can be set through binary constraints, temporal dependencies between the processes are modeled using constraint buckets. Each constraint bucket is defined by two helper variables    B  b , t   i n   ≥ 0   and    B  b , t   o u t   ≥ 0   and represents a physical or virtual buffer between process steps. Processes can be linked to an increase or decrease in buckets either on process start or end. Using the parameters   P  p , b ,  s t a r t    i n   ,   P  p , b ,  e n d    i n   ,   P  p , b ,  s t a r t    o u t   , and   P  p , b ,  e n d    o u t    this can be written as


     B  b , t   i n      =  ∑  p ∈  P R O C     z  p , t   P S     P  p , b ,  s t a r t    i n   +  z  p , t −  d p    P S     P  p , b ,  e n d    i n         B  b , t   o u t      =  ∑  p ∈  P R O C     z  p , t   P S     P  p , b ,  s t a r t    o u t   +  z  p , t −  d p    P S     P  p , b ,  e n d    i n   .     



(6)







The state of charge (SOC) of the constraint bucket   B  b , t   S O C    is defined as


   B  b , t   S O C   =  ∑  i = 0  t   B  b , i   i n   −  B  b , i   o u t   .  



(7)







Thus, temporal constraints between processes can be formulated as simple constraints on the value of the constraint variables   B  b , t   i n   ,   B  b , t   o u t   , and   B  b , t   S O C   .




2.3. Heat Exchanger Network Synthesis


As mentioned above, the model for HENS is based on a linearized version (Beck and Hofmann [56]) of Yee and Grossman’s stage-wise superstructure MINLP formulation [55] with modifications for multi-period retrofit (Halmschlager et al. [54]). For detailed model descriptions, the reader is referred to these preceding publications. For a connection of the heat recovery system to scheduling formulations, the individual stream parameters (temperatures and heat capacity flow rates) can no longer be directly assigned to a time interval. Logical constraints are introduced to map certain sets of stream parameters, here called requirements, to the individual time intervals. For each item in the sets of hot streams and cold streams I and J, subsets for the individual requirements are introduced (  IR ( i )   and   JR ( j )  ). Another set considered in the following is the sets of heat exchange types  TYPE  with the elements  Direct  meaning direct HEX between two process streams,  UH  and  UC  meaning hot and cold utilities placed in the utility stages of the superstructure and  UIH  and  UIC  meaning hot and cold internal utilities that can also be placed in all other stages. New variables   z  i , i r , t  PSHr   and   z  j , j r , t  PSCr   were added to the model representing the activity of a certain requirement on hot and cold process streams. These variables also function as the interface to the process scheduling submodule. Additionally, binary variables   z  i , i r , j , j r , k , t  type   and   z  i , j , k , t  type   representing the connection between hot and cold process stream requirements and utilities are introduced.



2.3.1. Temperature Assignment


In the basic HENS model with a fixed process schedule, the inlet temperature parameters of the individual streams   T  i , t   i n    and   T  j , t   i n    are assigned directly to the corresponding temperature node variables   T  i , 1 , t  PSH   and   T  j , NOK + 1 , t  PSC  , since these temperatures are predefined:


   T  i , 1 , t  PSH  =  T  i , t   i n    



(8)






   T  j , NOK + 1 , t  PSC  =  T  j , t   i n    



(9)







To realize an interface for the scheduling module for each stream and each time interval assignments of inlet temperatures were modeled using the binary variables depicting activity of stream requirements. The inlet temperature parameter of requirement 1   T  i , i r = 1   i n    was used as a base temperature, which is adjusted by the difference to inlet temperatures for other requirements (  i r > 1  ):


   T  i , 1 , t  PSH  =  T  i , i r = 1   i n   +  ∑  i r ∈ I R \ 1    (  T  i , i r   i n   −  T  i , i r = 1   i n   )   z  i , i r , t  PSHr   



(10)






   T  j , NOK + 1 , t  PSC  =  T  j , j r = 1   i n   +  ∑  j r ∈ JR \ 1    (  T  j , j r   i n   −  T  j , j r = 1   i n   )   z  j , j r , t  PSCr   



(11)







Hot streams enter the superstructure in the first stage   k = 1  , while cold streams enter in stage   k = NOK  , where  NOK  is the number of temperature stages in the HEN superstructure.




2.3.2. Energy Balances


Since the heating and cooling requirements of the process streams are also not predefined for the individual time intervals, the energy balance equations need to be adjusted as well. The heating or cooling requirements   Q  i , t    and   Q  j , t    need to be fulfilled through either direct heat recovery or by utilities. In case of a soft stream the equality sign is replaced by ≤.


   ∑  j ∈ J , k ∈ [ 1 , . . . , NOK ]    Q  i , j , k , t   D i r e c t   +  ∑  u ∈ [ UC , UIC ]    ∑  u j ∈ J ( u ) , k ∈ [ 1 , . . . , NOK ]    Q  i , u j , k , t  u  =  Q  i , t   ,  ∀ i ∈ I ,  t ∈  [ 1 , . . . , NOT ]   



(12)






   ∑  i ∈ I , k ∈ [ 1 , . . . , NOK ]    Q  i , j , k , t   D i r e c t   +  ∑  u ∈ [ UH , UIH ]    ∑  u i ∈ I ( u ) , k ∈ [ 1 , . . . , NOK ]    Q  u i , j , k , t  u  =  Q  j , t   ,  ∀ j ∈ J , t ∈  [ 1 , . . . , NOT ]   



(13)







In the formulation with fixed schedule,   Q  i , t    and   Q  j , t    are parameters. For the scheduling interface, however,   Q  i , t    and   Q  j , t    are variables, and their values are determined using a big-M formulation incorporating the binary variables for requirement activity   z  i , i r , t   P S H r    for hot streams and   z  j , j r , t   P S C r    for cold streams. Here,    m  i , i r   c  p  i , i r     and    m  j , j r   c  p  j , j r     are the parameters for heat capacity flow rates for hot and cold streams.


   Q  i , t   =  ∑  i r ∈ I R    (  T  i , i r   i n   −  T  i , i r   o u t   )   m  i , i r   c  p  i , i r    z  i , i r , t   P S H r   ,  ∀ i ∈ I ,  t ∈  [ 1 , . . . , NOT ]   



(14)






   Q  j , t   =  ∑  j r ∈ J R    (  T  j , j r   o u t   −  T  j , j r   i n   )   m  j , j r   c  p  j , j r    z  j , j r , t   P S C r   ,  ∀ j ∈ J , t ∈  [ 1 , . . . , NOT ]   



(15)







The stage-wise energy balances are modeled similarly. Here the auxiliary variable   Q  P S H r , a u x    is used to incorporate the big-M formulation required for the hot stream energy balance. Depending on the temperature stage, the sum of all cooling requirements   Q  i , i r , k , t   P S H r , a u x    (only one active) needs to be fulfilled by direct heat recovery or utilities for each hot stream.


      ∑  j ∈ J  i f  k ∈   [ 1 , . . . , NOK ]   D i r e c t      Q  i , j , k , t   D i r e c t   +  ∑  u ∈ [ UC , UIC ]    ∑  u j ∈ J  ( u )   i f  k ∈   [ 1 , . . . , NOK ]  u     Q  i , u j , k , t  u  =  ∑  i r ∈ I R    Q  i , i r , k , t   P S H r , a u x   ,         ∀ i ∈ I , t ∈ [ 1 , . . . , NOT ] , k ∈ [ 1 , . . . , NOK ]     



(16)







With the following constraints   Q  i , i r , k , t   P S H r , a u x    becomes equal to    m  i , i r   c  p  i , i r    (  T  i , k , t   −  T  i , k + 1 , t   )    if the requirement   i r   is active (   z  i , i r , t  PSHr  = 1  ), whereas if the requirement is inactive (   z  i , i r , t  PSHr  = 0  )   Q  i , i r , k , t   P S H r , a u x    becomes equal to 0:


   m  i , i r   c  p  i , i r    (  (  T  i , k , t   −  T  i , k + 1 , t   )  − d  T  m a x , i    ( 1 −  z  i , i r , t   P S H r   )  )  ≤  Q  i , i r , k , t   P S H r , a u x    



(17)






   m  i , i r   c  p  i , i r    (  T  i , k , t   −  T  i , k + 1 , t   )  ≥  Q  i , i r , k , t   P S H r , a u x    



(18)






  d  T  m a x , i    z  i , i r , t   P S H r    m  i , i r   c  p  i , i r   ≥  Q  i , i r , k , t   P S H r , a u x    



(19)




with


  d  T  m a x , i   =  (  T  i , i r   i n   −  T  i , i r   o u t   )   



(20)




as big-M coefficient. Corresponding constraints are also used for stage-wise energy balances on cold streams.


      ∑  i ∈ I  i f  k ∈   [ 1 , . . . , NOK ]   D i r e c t      Q  i , j , k , t   D i r e c t   +  ∑  u ∈ [ U H , U I H ]    ∑  u i ∈ I  ( u )   i f  k ∈   [ 1 , . . . , NOK ]  u     Q  u i , j , k , t  u  =  ∑  j r ∈ j R    Q  j , j r , k , t   P S C r , a u x   ,         ∀ j ∈ J , t ∈ [ 1 , . . . , NOT ] , k ∈ [ 1 , . . . , NOK ]     



(21)






   m  j , j r   c  p  j , j r    (  (  T  j , k , t   −  T  j , k + 1 , t   )  − d  T  m a x , j    ( 1 −  z  j , j r , t   P S C r   )  )  ≤  Q  j , j r , k , t   P S C r , a u x    



(22)






   m  j , j r   c  p  j , j r    (  T  j , k , t   −  T  j , k + 1 , t   )  ≥  Q  j , j r , k , t   P S C r , a u x    



(23)






  d  T  m a x , j    z  j , j r , t   P S C r    m  j , j r   c  p  j , j r   ≥  Q  j , j r , k , t   P S C r , a u x    



(24)






  d  T  m a x , j   =  (  T  j , j r   o u t   −  T  j , j r   i n   )   



(25)








2.3.3. Logical Constraints


The variable for transferred heat   Q Direct   between hot streams and cold streams is constrained using the binary variable   z  Direct , r    indicating the activity of requirement combinations.


   Q  i , j , k , t  Direct  ≤  ∑  i r ∈ I R    ∑  j r ∈ J R    Q  i , i r , j , j r , u   m a x    z  i , i r , j , j r , k , t   D i r e c t , r    



(26)







This means that direct heat recovery is only possible if one requirement combination   z  i , i r , j , j r , k , t   D i r e c t , r    is active. The activity of the stream connection between hot streams and cold streams i and j is enforced by the following constraint if at least one requirement combination of this stream combination is active. This means that as soon as a requirement combination is active, the overall stream combination also needs to be active.


   z  i , j , k , t  Direct  ≥  ∑  i r ∈ I R    ∑  j r ∈ J R    z  i , i r , j , j r , k , t   Direct , r    



(27)







The requirement activities on a stream yield an upper bound for all requirement connections from this stream to any another. Thus, if a requirement   i r   or   j r   is not active in time interval t, no requirement combination with any other stream is possible.


   z  i , i r , j , j r , k , t   t y p e , r   ≤  z  i , i r , t  PSHr  ,  ∀ t y p e ∈  [ Direct , UC , UIC ]   



(28)






   z  i , i r , j , j r , k , t   t y p e , r   ≤  z  j , j r , t  PSCr  ,  ∀ t y p e ∈  [ Direct , UH , UIH ]   



(29)







For any stream only one requirement can be active at a time. This, however, is enforced in the process scheduling sub-model.





2.4. Example Case for Scheduling-HENS Interface


In order to demonstrate the interface between the process scheduling formulation and the HENS model, a very simple scheduling problem is considered. Two identical batches including three process steps need to be scheduled so that no pauses between process steps occur within one batch and that only one instance of each process is scheduled at any time interval. The process steps are summarized in Table 1. All process steps have a power demand of 20 MW and an additional power demand through supply of electrical heating and cooling. For heating an efficiency of 0.95 and for cooling a coefficient of performance of 2 was assumed.



The objective for this example problem was to minimize energy costs and thus investment costs were neglected. The order of the process steps is enforced through individual buckets that the processes add to or consume from. Process 1 adds one unit to the constraint bucket 1 at process end; process 2 consumes one unit from bucket 1 at process start and adds one unit to bucket 2 at process end; and finally process 3 consumes one unit from bucket 2 at process start. The no-pause constraint is realized by enforcing the state-of-charge of the virtual buckets (Equation (7)) to be zero at all times. Figure 2 shows the optimal schedules and the realized electricity costs. If heat recovery was allowed with a minimum approach temperature of 5 °C in the HEX, the energy costs for this period were €22,150, whereas when heat recovery was prohibited, costs were €37,963. Since for process steps 1 and 3 electricity demand is very high without heat recovery, the optimal solution is to schedule these steps in low-price periods.




2.5. Supply System Synthesis


The energy supply system includes energy nodes for power, heating and cooling at different temperature levels. Every node is defined as an energy balance for every time period. Energy flows into the nodes can either come from conversion units, from storages, from local renewable generation, from a grid-connection or from the production process (e.g., excess heat from the HENS sub-model). Similarly, energy flows from the nodes can go to conversion units (e.g., HPs or electric boiler (EB)s), to storages, to the grid or to the process to fulfill a demand. Demands can come either from the HENS sub-model as residual heating or cooling requirements after heat recovery or from the process scheduling sub-model as power, heating or cooling requirements. The utility levels (HENS), buckets and processes (process scheduling) connected to energy node x are summarized in the set   L ( x )  . Heating   Q  u i , j , k , t  u   or cooling   Q  u i , j , k , t  u   demands from the HENS sub-model come from the utility levels associated with node x and are expressed as


   E  x , t   dem , HENS   =  ∑  u ∈ L ( x )    ∑  u i ∈ I ( u ) , k ∈ [ 1 , . . . , NOK ]    Q  u i , j , k , t  u  −  ∑  u ∈ L ( x )    ∑  u j ∈ J ( u ) , k ∈ [ 1 , . . . , NOK ]    Q  i , u j , k , t  u  ,  



(30)




whereas demands coming from the scheduling sub-model are defined using the variables for process activity   z  p , t  PA   and specific energy consumption   e p dem   or through the variables depicting changes in the constraint buckets   B  b , t   i n    and   B  b , t   o u t   .


   E  x , t   dem , scheduling   =  ∑  p ∈ L ( x )    z  p , t  PA   e p dem  +  ∑  b ∈ L ( x )    B  b , t   o u t   −  ∑ b   B  b , t   i n    



(31)







In the simplified unit models used in this work, variables for capacities   CAP unit   represent the design specification that defines the unit’s costs. For example, for a steam boiler, the capacity is its maximum thermal output, whereas for a thermal or electrical storage unit, the capacity corresponds to its maximum stored energy. For PV or ST panels, the capacity corresponds to the the units module area. Minimum and maximum available unit capacities (  CAP min unit   and   CAP max unit  ) can be specified, which are enforced using binary variables   z  SSS , unit   .


   CAP min unit   z unit  ≤  CAP unit  ≤  CAP max unit   z unit  ,  ∀ unit ∈ UNIT  



(32)







2.5.1. Conversion Units


Conversion units are units that receive one form of energy as input and transform it into another. A gas boiler (GB), for instance, uses either natural gas or biogas and turns it into steam or hot water. Similarly, HPs use excess heat and electrical power and convert it into useful heat. These units are modeled using predefined temperature levels for heat production units and linear efficiencies. Minimum part load constraints were not considered in this work in order to reduce computational complexity.



The energy consumption   E  i n , t  unit   for a GB and an EB is then related to its output   E  o u t , t  unit   and its nominal capacity   CAP unit   using efficiency coefficients   f 0 unit   and   f 1 unit  .


     E  i n , t  unit   =  f 0 unit   CAP unit  +  f 1 unit   E  o u t , t  unit  ,       ∀ unit ∈  {  UNIT EB  ,  UNIT GB  }    ∀ t ∈  [ 1 , . . . , NOT ]      



(33)







In the case of constant efficiencies   η unit   the equation can be simplified to


   E  i n , t  unit   η unit  =  E  o u t , t  unit  ,  ∀ unit ∈  {  UNIT EB  ,  UNIT GB  }    ∀ t ∈  [ 1 , . . . , NOT ]  .  



(34)







For HPs, the efficiency is expressed as the coefficient of performance   COP HP  , which is a function of utilization temperature   T U  , source temperature   T  s o u r c e   , and the second law efficiency   η Carnot HP  .


     COP HP     =  η Carnot HP    T U    T U  −  T source        



(35)







For HPs the correlations between heat input   Q  i n , t  unit  , heat output   Q  o u t , t  unit  , and power   P t unit   are


   P t unit  =   Q  o u t , t  unit   COP unit   ,  ∀ unit ∈  UNIT HP    ∀ t ∈  [ 1 , . . . , NOT ]   



(36)




and


   P t unit  +  Q  i n , t  unit  =  Q  o u t , t  unit  ,  ∀ unit ∈  UNIT HP    ∀ t ∈  [ 1 , . . . , NOT ]  .  



(37)








2.5.2. On-Site Renewable Energy Generation


The efficiency of ST modules   η  S T   u n i t    is modeled by


   η  S T   u n i t   =  η 0  −  a 1     T m  −  T a    I t   −  a 2     (  T m  −  T a  )  2   I t    



(38)




and depends on the mean temperature between flow- and return-side temperature of the collector   T m  , the ambient air temperature   T a  , and the solar irradiation   I t  . The parameters   η 0  ,   a 1  , and   a 2   depend on the collector type and are available for all tested collectors according to ASHRAE standards [61] as well as for collectors tested according to European Standards [62]. The heat output of ST modules   E  o u t , t  ST   is modeled by


   E  o u t , t  unit  ≤  I t   η t   CAP unit  ,  ∀ unit ∈  UNIT ST    ∀ t ∈  [ 1 , . . . , NOT ]  .  



(39)







The yield of PV modules is also modeled using Equation (39) with constant efficiency   η  P V   .




2.5.3. Storage Units


The current SOC   SOC t unit   is used for modeling storage units. Two variables (  E  i n , t  unit   and   E  o u t , t  unit  ) are used to describe charging and discharging. The losses during charging and discharging processes are considered using the corresponding efficiencies   η  unit , c    and   η  unit , d   . Energy balance equations are connecting SOC, charging, and discharging. Here,   d t   is the interval duration.


      SOC  t + 1  unit  −  SOC t unit    =  d t   (  η  unit , c    E  i n , t  unit  −  1  η  unit , d     E  o u t , t  unit  )        ∀ unit ∈  UNIT S    ∀ t ∈  [ 1 , . . . , NOT ]   .     



(40)







Since inter-day and seasonal storage was considered in this work, the storage formulation presented by Kotzur et al. [58], which was also applied by van der Hejde et al. [63], was used and slightly modified. In this model, cyclic energy storage is not enforced for each representative day but only for the entire optimization period, which in this case is one year. In contrast to the model used by Kotzur et al., the SOC profiles for each day s are connected in a way, such that   S O  C  s + 1 , t = 0   ≤ S O  C  s , t = N O T    . This means that the storage is allowed to discharge energy at the boundary of consecutive days (Figure 3). This allows for additional flexibility, which is important for efficient use of on-site production of renewable energy and accumulation of excess heat for later usage for non-cyclic production schedules. The formulation can account for curtailment of local renewables production and reduced excess heat usage between different days modeled using the same representative days. Thus, this influences storage sizing in a positive way but does not jeopardize the operability of the system.



Since the model used in this work is very similar to the model proposed by Kotzur et al. [58], model equations are only briefly stated in Appendix A.1 without detailed description.






3. Brewery Case Study


To show the features and functionality of the proposed method, it was applied to the case study of a small-scale brewery. The back-laying motivation for choosing the brewing process as a case study was addressed in the introduction. Thus, in this Section required inputs for the individual optimization tasks and necessary additional evaluations, such as representative period selection, are derived from the information about the case study and presented here.



The brewing process studied in this work is characterized through its various degrees of freedom when it comes to changes in the energy system. Beer is brewed in batches, which allows scheduling of single production steps. In this use case, which is related to a small brewery production process, production does not exceed one batch per day, and the monthly number of brewing days varies throughout the year. In general, brewing converts the input streams malt, brewing water, hops, and yeast to the final product beer and side products grains and separated turbidities. The main process steps and auxiliary process steps are summarized in the Appendix A.3 in Table A3. For the optimization model this leads to a production process having hot and cold streams with potentials for heat recovery and heat supply at intermediate temperature levels. The latter implies that a low-grade heat supply could be an option. The process is suitable for renewable energy supply due to its low temperature requirements (below 120 °C).



In Section 3.1 the defined energy supply and production systems are explained. Furthermore, the derived stream table to depict heat and cooling load requirements is presented as well as two thermal energy requirements, which are not included in the stream table as they do not require specific heat loads but rather a required target temperature needs to be reached at a certain point during the batch process defined through the process schedule. Section 3.2 gives an overview how one production year was simplified to derive representative days for the brewery use case optimization. Finally, in Section 3.3 the defined scenarios for which a run of the optimization model analyzed in Section 4 is explained.



3.1. Energy and Production System


The superstructure considered for the energy supply system is shown in Figure 4. The status quo, a GB covering all heating requirements, is highlighted in grey, whereas potential additions to the supply system are highlighted in yellow. For heat supply, ST collectors (ST1 and ST2 with different temperature levels), an EB and HPs for the supply of hot water and direct steam production are considered. In addition, TES at different temperature levels (40 °C, 90 °C, and 140 °C) can be added to the system. For renewable power production, PV and an electric energy storage (EES) can be selected. Further information about the units are summarized in the Appendix A.2, Table A1, and Table A2. These units were pre-selected with regard to their technical feasibility. Biomass and biogas were not considered as there was no local supply available. The possibility of using brewery waste was also not included as processes to harvest biogas would, in this case, cross the economic boundaries of the small-scale brewery.



The main heating, cooling, and power demands of the production process are shown on the demand side in Figure 4 and are represented in the form of a stream table (Table 2). The order of the requirements corresponds to the required sequence of the individual process steps. Brewing water heat up (Req. nr. 1), however, can be scheduled without temporal restrictions.



Heating requirements not shown in the stream table are for cleaning-in-place (CIP) and reheating of the brewing water tank as these are energy requirements rather than heat load requirements. This means that for a certain point in time CIP media and brewing water need to have been heated up to a target temperature, but no hard time restrictions are imposed. For the CIP process, it was assumed that the basic rinsing solution is heated once from 50 °C to 80 °C for the first process on each brewing day and from 75 °C to 80 °C for each subsequent CIP operation to account for heat losses. Before mashing and lautering, 5500 L and 7000 L of brewing water need to be heated up to 68 °C, respectively. Thermal energy demand for space heating and for packaging and cleaning of bottles and kegs was neglected.




3.2. Selection of Representative Periods


Process energy demands primarily differ between production days and days without production, whereas the electricity demand for drives, pumps, compression chillers, lightening, IT, etc. is not aligned to process activities but mainly differs between weekdays and weekends. These distinct characteristics were considered by means of three representative days for each month of the year: (i) a production day, (ii) a weekday without production, and (iii) a weekend day. This leads to a drastic reduction in computational complexity as for the process scheduling and HENS sub-models, only two distinct representative production days needed to be modeled explicitly for the entire year. For the supply system synthesis sub-model, the three representative days described above were modeled explicitly for each month, resulting in 36 explicitly modeled days. The resulting mapping is shown in Figure 5.



Average profiles for solar irradiation, ambient temperature, expected electricity costs, and power demand for the brewing process were used to derive these representative days. For ambient air temperature and irradiation data for Vienna from 2017–2019 were used [64]. The derived electricity price profiles are based on historical data of the Austrian Energy Exchange EXAA for 2019 [65]. For these parameters two sets of hourly representative profiles for each month were determined—one for weekdays (with and without brewing) and one for weekend days. Brewing days were identified by finding those n days in 2019 with the highest to   n  t h   -highest daily electricity consumption. For the electrical base load, the actual consumption from the electrical grid for the year 2019 was used as a data base. The resulting profiles for electricity prices and electricity base demand are shown in Figure 6.




3.3. Scenarios


Based on the business-as-usual (BAU) case, changes to the existing energy system are analyzed using eight different price scenarios and boundary conditions for the time periods of 2020–2025, 2025–2030, and 2030–2035 (see Table 3). Cost discounts due to funding of renewable technologies available on national and international levels are also considered, see, e.g., [66,67].



In the first seven scenarios the currently existing GB is still in place, while in Scenario 8 it is assumed that a replacement is required. In Scenarios 5–7 a minimum decarbonization rate is enforced, while in Scenarios 1-4 and 8 the solution is purely economic. The variations in energy-related economic boundary conditions are shown in Table 4. The development of the CO   2   price, natural gas price, and average electricity price from 2020 to 2030 are based on a forecast by Huneke et al. from 2019 [68]. For both, natural gas and electricity, the given factors in Table 4 correspond to the increase in average values in the time period in the headline of the specific column compared to 2020 prices. In order to combine fluctuating electricity prices and the forecast for average electricity prices presented in that study, the electricity price consists of an average price, referred to as Average electricity price factor, which is aligned to the development shown in Table 4 and an hourly deviation from this average value, referred to as Electricity amplitude factor. These electricity price fluctuations are assumed to increase by 10% in the 2025–2030 scenarios and by 20% in the 2030–2035 scenarios based on the expansion of renewables. Cost factors for EES, HPs, and PV-modules that consider scale up effects and learning curves were derived from [69,70] and were used to account for a decrease in investment costs in 2025 and 2030 compared to 2020.





4. Results


The calculations and optimization were carried out on an Intel Core i7-8665U CPU with 32 GB of RAM, and CPLEX 12.9 was used as a MILP-solver. The computation time for each of the scenarios was in the range of 10 to 30 min. Investment costs are annualized with an internal depreciation period   t  d e p    of 10 years.



Figure 7 shows a summary of the selected unit sizes for all scenarios. Only units that are at least selected in one scenario are presented in the figure. ST was never selected and thus is not shown. The GB with a nominal power of 4 MW is part of the system in all scenarios; however, for Scenarios 1–7, the GB is preset, whereas in Scenario 8, where the existing GB has reached its end of life, it was replaced by a much smaller GB unit with 213 kW. The CIP and the brewing water tank are also not depicted as they are existing units with a fixed size.



In order to investigate how much the investment costs would have to be reduced for unused units to be part of the optimal solution, a sensitivity analysis was performed. One by one, the investment costs of the unused units were reduced to 5% of their actual investment costs, and the resulting optimal capacities were calculated. For the cases where this cost reduction resulted in the units’ introduction into the optimal system, their capacities were reduced to 50%, 25%, and 12.5% of its initial value. To calculate the maximum specific costs of a unit


  Δ  C unit  =  C  unit , base   −   C  unit , sens   − 0.05   (  c  unit , f i x   +  CAP unit   c  unit , v a r   )   t  d e p      



(41)




is defined. Here,   C  unit , base    refers to the resulting costs without cost reduction, while   C  unit , sens    are the costs with reduced investment costs. To ensure comparability,   C  unit , sens    is then corrected by the reduced cost values. The maximum specific costs for the respective unit to be introduced to the optimal solution can be defined as


   C  unit , m a x   =  t  d e p     Δ  C unit    CAP unit    



(42)







The minimum required cost reduction for economical feasibility is expressed by the difference between the actual specific costs and the maximum specific costs.


   C  unit , min red   =    C  unit , m a x   −  C unit    C unit    



(43)







The actual costs of the units in the optimal solutions and the required cost reduction for units that are not part of the optimal solution to be integrated are shown in Figure 8. For Scenario 7 both ST modules are close to being implemented as the threshold price is close to the actual price. The same is true for Scenario 5 where the second ST module would be implemented if the price was only around 3% lower. This analysis shows that good estimates for unit costs are necessary to really find the optimal configuration. In cases where certain technologies are not part of the optimal solution but their required cost reduction is relatively small, these alternative technologies should be included when it comes to more detailed conceptualization of decarbonization measures. Especially, for new technologies and steep learning curves this can add uncertainties to the results.



The existing and for all scenarios final HEN is shown in Figure 9. In Scenarios 5–7 heat is also supplied at 90 °C via hot water to heat up mash and to heat up brewing water. However, this heat is supplied via the same HEX also used to supply heat via steam at 120 °C.



The optimized production schedule for each scenario is depicted in Figure 10. Since temperature losses over time are not considered, processes like Wort cooking heat-up and Wort cooking are not coupled to each other enabling flexibility for the scheduling. For Scenarios 2–4, which include PV, process steps requiring electricity are shifted towards times of high solar irradiation. With enforced decarbonization (Scenarios 5–7) the energy supply is increasingly electrified, and more storage capacity is added to the system, which influences the optimal schedule.



Figure 11 shows a sankey plot of the BAU scenario (Scenario 1). The high temperature heat demand of the overall brew process and the CIP system is covered by the existing GB, while the electricity needs are supplied by the electrical grid.



Heat loads of the GB and energy content of the brewing water tank are depicted in Figure 12 as heat maps. The GB is sufficiently large to cover all heating requirements as they occur. Interestingly, the brewing water tank is starting to discharge at 6 a.m. from approximately 70% to 50% and is further discharged at 10 a.m. to 0%. In the afternoon around 5 p.m. it is charged up for the next brew day. The overall behavior remains the same for all scenarios but for Scenario 7 (fully decarbonized) where the brewing water tank completely unloads two hours earlier at 8 a.m.



In Scenarios 2–4 the design of the energy system is similar with only differences in unit sizing. Figure 13 shows the energy flows for the optimal supply system in Scenario 2, which are very similar also in Scenarios 3 and 4. In addition to the already existing GB there is a relatively small EB with 25 kW nominal heat load (25 kW is the lower bound for the EB size); PV close to (Scenario 2) or at the capacity limit (Scenarios 3 and 4) of 600 m²; a very small steam storage of approximately 1 kWh, which is negligible; and an EES with 26 kWh capacity in Scenario 2 and 50 kWh capacity in Scenarios 3 and 4.



The capacity of the EES caps at 50 kWh since this was assumed to be the capacity limit for subsidies. A further increase in EES capacity would result in higher specific costs. The optimal operation and design of the EES is heavily depending on the energy prices and process scheduling as can be seen in Figure 14b where operating characteristics are shown for Scenario 2. At around 3 a.m. when electricity is cheap, the EES is charged and discharges later on the same day when electricity is needed. PV (Figure 14a) influences process scheduling as the electricity demand is shifted to the hours when PV has its highest yield. The EB (Figure 14c) is also turned on when PV production is high.



With the introduction of an enforced CO   2   reduction in Scenarios 5–7, new units are introduced in the energy supply system. At a 25% reduction in Scenario 5, a water HP is included in the optimal system, while at a reduction of 50% (Scenario 6), the steam HP together with a much larger steam TES compared to Scenarios 2–4 are part of the optimal solution (Figure 7). The energy flows and the configuration of the energy supply system of the fully decarbonized brewery in Scenario 7 are shown in Figure 15. To completely substitute the GB both HP types in combination with TES on the three available temperature levels were used. The electricity purchased from the grid was increased by a factor of approximately 1.3 compared to the BAU case (Scenario 1) and by a factor of 2.6 compared to Scenario 2, where PV was already installed. Moreover, in the fully decarbonized Scenario 7 hot water at 90 °C was used to heat up the brewing water tank and the mash (see Figure 9).



Figure 16 shows heat load profiles for both HPs and the SOC profiles for the medium temperature TES (TES MT) and the steam storage (TES steam). The storages are used for peak shaving to reduce the required sizes of the HPs and other supply units. During non-production days the medium temperature storage is kept at around 70% of its capacity while on brewing days it is fully loaded at night and unloaded at 6 a.m. when the production process starts and heat is required at 90 °C for mashing. At this time, the steam HP is running at part-load or is even turned off. The steam storage shows a similar behavior. On non-production days it is kept on approximately 50% and starts loading at night (around 1 a.m.) and, with varying SOC, satisfies steam demands until 2 p.m., when the storage is completely empty and starts loading to its initial conditions.



The utilization of the CIP tank as a buffer storage for heat supply depends on the implemented decarbonization measures. In the BAU case (Scenario 1), the CIP tank is heated at the exact same time as cleaning is needed in the brewing process and thus potential buffering is not exploited. However, with increasing shares of volatile sources of energy like solar irradiation and the influence of electricity price fluctuations, the capability to act as a storage is increasingly exploited. In Scenario 2 the introduction of a PV system shows that in warm months the CIP tank is heated up on non-production days as cost-free energy is available (Figure 17). Furthermore, as shown in Figure 17b (Scenario 7) the CIP tank is heavily utilized for both inter- and intra-day storage.



The economic potentials for enforced decarbonization rates were also evaluated for the time periods 2025–2030 and 2030–2035. For this purpose Scenarios 2 (no decarbonization enforced), 5 (25% decarbonization), 6 (50% decarbonizaiton), 7 (100% decarbonization), and 8 (no decarbonizaiton enforced, GB reached end of life), which are all based on conditions for 2020–2025, were also optimized with the boundary conditions for 2025–2030 and 2030–2035 (see Table 4). Figure 18 summarizes the annualized specific energy costs for beer production for all of these scenarios. Here, annualized specific energy costs are the production output specific total annual costs for energy purchase and annualized investment costs for new energy supply units. The reference for each time period is the expected annualized specific energy costs in the BAU case (dashed lines). For the period 2020–2025 enforcing a 50% reduction in carbon emissions results in an increase in specific energy costs of 3.6%. This shows that even ambitious decarbonization targets of 50% do not result in significant cost premiums, even under current boundary conditions. For the periods 2025–2030 and 2030–2035, solutions with a 50% reduction in CO   2   emissions even have lower annualized specific energy costs compared to the BAU case.



Cost-optimization without enforced emission reduction (Decarbonization ≥ 0) realizes CO   2   reductions of around 6% for the 2020–2025 period with the integration of PV (580 m²), EB (25 kW) and EES (26 kWh). For the 2025–2030 and 2030–2035 periods, no further reduction in emissions was realized. However, cost reductions of 11.6 %, 16.6%, and 20.4% can be realized for the periods 2020–2025, 2025–2030, and 2030–2035, respectively.



These results show that for purely cost-driven optimization, increasing energy and especially CO   2   costs for future scenarios do not lead to significant reductions in emissions even with the relatively long depreciation period of 10 years for investments. However, the results also show that the results for progressive decarbonization rates of 50% and above will compare favorably with the BAU case in terms of annualized energy costs.




5. Conclusions


This article presented a combined method for the optimization of industrial energy systems applied to the use case of a small brewery. The approach simultaneously considered synthesis of the energy supply system and optimization of the heat recovery system and the production schedule and was shown to be suitable to address the process specifics of the underlying case study. Limitations arise with the temporal discretization of hot and cold stream activity as only multiples of the selected interval duration can be considered. Even though the model complexity was acceptable for the small-scale brewery considered in this work, scale-up to more complex industrial energy systems with a large number of heating and cooling requirements and production of multiple batches per day is yet to be examined in future work.



The brewing process under consideration requires electricity supplied by the grid and heat generated by a GB. In the present study, different scenarios considering trends for energy markets and technological developments for the period between 2020 and 2035 were investigated. In the 2020–2025 period, the solution of the purely cost-driven scenario suggests implementing PV, a small EB, and an EES. With increasing energy costs and CO   2   prices, this system combination becomes even more favorable compared to the current energy system in terms of energy costs. However, cost optimization without enforced decarbonization rate results in a mere CO   2   reduction of around 6% as PV substitutes electricity purchase from the grid already assumed to be CO   2   neutral. Optimization of an end-of-life scenario for the GB, which corresponds to a greenfield scenario, leads to the implementation of an additional steam storage but does not change the fact that other potentially renewable supply units like HP are too expensive to be chosen over the GB. However, enforcing decarbonization rates of 25% for the 2020–2025 period results in the implementation of renewable supply units that can match the energy costs of the current energy system. In the 2025–2030 and 2030–2035 periods, enforcing decarbonization rates of 50% and above results in lower costs compared to the current system. In the 2030–2035 period, the gap between the energy costs with the current system and the fully decarbonized energy supply is nearly gone.



Throughout the analysis of the results it became apparent that the current node-based model structure of the energy supply system causes difficulties for interpretation of resulting operation patterns. Here a one-to-one connection between the different units in the energy supply system could facilitate understanding of the system behavior.
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Nomenclature








	Acronyms
	



	HENS
	heat exchanger network synthesis



	HEN
	heat exchanger network



	HEX
	heat exchanger



	MINLP
	mixed-integer nonlinear programming



	MILP
	mixed-integer linear programming



	HT
	high-temperature



	MT
	medium-temperature



	LT
	low-temperature



	HP
	heat pump



	GB
	gas boiler



	CIP
	cleaning-in-place



	PV
	photo voltaic



	ST
	solar thermal



	EB
	electric boiler



	EES
	electric energy storage



	TES
	thermal energy storage



	SOC
	state of charge



	BAU
	business-as-usual



	Sets
	



	PROC
	Set of possible processes to schedule



	BUCK
	Set of constraint buckets



	IR
	Hot process stream requirements



	JR
	Hot process stream requirements



	I
	Hot process stream



	J
	Hot process stream



	L
	set of units, utilities and processes



	UNIT
	set of all supply units



	UNIT    E B   
	subset of all electric boilers



	UNIT    G B   
	subset of all gas boilers



	UNIT    S T   
	subset of all solar thermal units



	UNIT    H P   
	subset of all heat pumps



	UNIT   S  
	subset of all storage units



	TYPE
	set of all heat exchanger types



	SC
	set of all periods



	Parameters   
	



	a
	performance coefficients for solar thermal collectors



	   CAP  m i n    
	minimum capacity for supply system unit



	   CAP  m a x    
	maximum capacity for supply system unit



	  NOT  
	number of time steps (–)



	  NOK  
	number of temperature stages (–)



	  NSC  
	number of periods (–)



	f
	helper factor (–)



	d
	duration (h)



	  η  
	efficiency (–)



	c
	cost coefficient (€)



	   t  d e p    
	depreciation period (years)



	   T U   
	output temperature of heat pump ( K )



	   T source   
	source temperature for heat pump ( K )



	   T  i n    
	inlet temperature (°C)



	   T  o u t    
	outlet temperature (°C)



	   T m   
	mean temperature in solar collectors (°C)



	   T a   
	ambient temperature (°C)



	I
	solar irradiation (kW/m   2  )



	  β  
	cost exponent (–)



	m
	mass flow



	   c p   
	heat capacity



	   e  d e m    
	process-specific energy demand



	n
	number of scheduled instances



	   l  s p e c    
	specific thermal losses (−)



	Subscripts
	



	t
	index for time step



	k
	index for temperature stage



	p
	index for process



	b
	index for bucket



	i
	index for hot process stream



	j
	index for cold process stream



	ir
	index for hot process stream requirement



	jr
	index for cold process stream requirement



	ui
	index for hot utility



	uj
	index for cold utility



	x
	index for energy node



	s
	index for representative period



	Superscripts
	



	aux
	auxiliary variable



	c
	storage charging



	d
	storage discharging



	SSS
	supply system synthesis



	HENS
	heat exchanger network synthesis



	HEX
	heat exchanger



	var
	variable costs



	fix
	fixed costs



	fuel
	fuel specific



	power
	power specific



	PS
	process start



	PA
	process activity



	unit
	unit in the supply system



	type
	heat exchanger type



	Direct
	direct heat exchange



	UC
	cold utility



	UH
	hot utility



	UIH
	hot intermediate utility



	UIC
	cold intermediate utility



	PSHr
	hot process stream requirements



	PSCr
	cold process stream requirements



	PSH
	hot process stream



	PSC
	cold process stream



	Variables
	



	  CAP  
	capacity of supply unit



	Q
	thermal power (  M W  )



	P
	power consumption (  M W  )



	F
	fuel consumption (  M W  )



	  SOC  
	state of charge (  M W h  )



	C
	cost (€)



	T
	temperature (°C)



	A
	heat exchanger area (  m 2  )



	z
	binary variable (–)



	  LMTD  
	logarithmic mean temperature difference ( K )



	  dT  
	temperature difference ( K )



	  TAC  
	total annual cost (€)



	l
	thermal losses ( kWh )



	E
	energy flow ( kW )



	   E  d e m    
	energy demand ( kWh )



	B
	variables related to constraint buckets



	   C  m i n r e d    
	minimal required cost reduction (–)



	   C  b a s e    
	cost without cost reduction (€)



	   C  s e n s    
	costs with reduced investment costs (€)








Appendix A. Additional Formulations and Parameters


Appendix A.1. Simple Period Storage Model


Intra-period energy balance:


  S O  C  s , t + 1   − S O  C  s , t   =   E  i n , s , t   −  E  o u t , s , t    d , ∀ s ∈ S C , t ∈  [ 1 , . . . , N O T ]   



(A1)







Maximum charging power:


   E  i n , s , t   ≤  E  i n , m a x   , ∀ s ∈ S C , t ∈  [ 1 , . . . , N O T ]   



(A2)







Maximum discharging power:


   E  o u t , s , t   ≤  E  o u t , m a x   , ∀ s ∈ S C , t ∈  [ 1 , . . . , N O T ]   



(A3)







Average SOC calculations:


     ∑ t  S O  C  s , t     d  t o t a l    = S O  C s  m e a n   , ∀ s ∈ S C , t ∈  [ 1 , . . . , N O T ]   



(A4)







Period energy balance:


   l  s = 0   =  ( S O  C  s = 0   m e a n   + Δ S O  C  s = 0   )   l  s p e c    d  t o t a l   , ∀ s ∈ S C  



(A5)






  S O  C  s = 0 , t = 0   + Δ S O  C  s = 0   = S O  C  s = N S C , t = N O T   + Δ S O  C  s = N S C   +  l  s = 0    



(A6)






   l s  =  ( S O  C s  m e a n   + Δ S O  C s  )   l  s p e c    d  t o t a l   , ∀ s ∈ S C  



(A7)






  S O  C  s , t   + Δ S O  C s  = S O  C  s + 1 , t + 1   + Δ S O  C  s + 1   +  l s  , ∀ s ∈ S C , t ∈  [ 1 , . . . , N O T ]   



(A8)







Logical constraint: overall discharged energy must be less then charged


   ∑ s   ∑ t   E  i n , s , t   ≥  ∑ s   ∑ t   E  o u t , s , t    



(A9)







Maximum SOC for each period


  S O  C s  m a x   ≥ S O  C  s , t   , ∀ s ∈ S C , t ∈  [ 1 , . . . , N O T ]   



(A10)







Maximum capacity:


  S O  C s  m a x   + Δ S O  C s  ≥ CAP  



(A11)








Appendix A.2. Available Energy Supply and Storage Units


Parameters for all considered energy supply units and energy storages are summarized in Table A1 and Table A2 respectively.
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Table A1. Considered energy supply units.






Table A1. Considered energy supply units.










	Unit
	Parameter
	Value





	Gas boiler:
	
	



	GB
	
	



	Efficiency
	 η  (–)
	0.94



	Steam temperature
	  T  s t e a m    (°C)
	120



	Fixed costs
	c    f i x    (€)
	25,000



	Variable costs
	c    v a r    (€/kW)
	50



	Electric boiler:
	
	



	EB
	
	



	Efficiency
	 η  (–)
	0.98



	Steam temperature
	  T  s t e a m    (°C)
	120



	Fixed costs
	c    f i x    (€)
	0



	Variable costs
	c    v a r    (€/kW)
	150



	Steam Heat-pump
	
	



	HP steam
	
	



	Efficiency
	 η  (–)
	0.4



	Source Temperature
	T    s o u r c e    (°C)
	80/90



	Sink Temperature
	T    s i n k    (°C)
	120/150



	Temperature difference
	ΔT (°C)
	5



	Fixed costs
	c    f i x    (€)
	35,000



	Variable costs
	c    v a r    (€/kW)
	600



	Funding
	(%)
	30



	Water heat-pump:
	
	



	HP water
	
	



	Efficiency
	 η  (–)
	0.5



	Source Temperature
	T    s o u r c e    (°C)
	35/40



	Sink Temperature
	T    s i n k    (°C)
	80/90



	Temperature difference
	ΔT (°C)
	5



	Fixed costs
	c    f i x    (€)
	5000



	Variable costs
	c    v a r    (€/kW)
	400



	Funding
	(%)
	30



	Photovoltaic module:
	
	



	PV (LG Solar LG390Q1C-A6 NeON R)
	
	



	Efficiency
	 η  (–)
	21.5



	Fixed costs
	c    f i x    (€)
	5000



	Variable costs
	c    v a r    (€/m   2  )
	250



	Funding
	(%)
	60 [66]



	Solar thermal collector:
	
	



	ST 1 (MT-Power TVP Vakuum)
	
	



	Inlet temperature
	T    i n    (°C)
	80



	Outlet temperature
	T    o u t    (°C)
	90



	Efficiency
	  η 0   (%)
	75.9



	Efficiency factor
	a   1   (W/(m2K))
	0.509



	Efficiency factor
	a   2   (W/(m2K2))
	0.007



	Fixed costs
	c    f i x    (€)
	2000



	Variable costs
	c    v a r    (€/m   2  )
	320



	Funding
	(%)
	65 [67]



	Solar thermal collector:
	
	



	ST 2 (Ritter XL Solar)
	
	



	Inlet temperature
	T    i n    (°C)
	110



	Outlet temperature
	T    o u t    (°C)
	130



	Efficiency
	  η 0   (%)
	0.687



	Efficiency factor
	a   1   (W/(m2K))
	0.613



	Efficiency factor
	a   2   (W/(m2K2))
	0.003



	Fixed costs
	c    f i x    (€)
	2000



	Variable costs
	c    v a r    (€/m   2  )
	283



	Funding
	(%)
	65 [67]
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Table A2. Considered energy storage units.






Table A2. Considered energy storage units.










	Unit
	Parameter
	Value





	Electrical energy storage system:
	
	



	EES 1 (funded capacity) and EES 2 (not funded capacity)
	
	



	Relative losses SOC
	(%/h)
	10.42 × 10   4  



	Fixed costs
	c    f i x    (€)
	2000



	Variable costs
	c    v a r    (€/kW)
	500



	Funding
	(%)
	30 (for 0–50 kWh)



	Low temperature thermal energy Storage:
	
	



	TES water 1
	
	



	Inlet temperature
	T    i n    (°C)
	40



	Outlet temperature
	T    o u t    (°C)
	30



	Relative losses SOC
	(%/h)
	0.083



	Fixed costs
	c    f i x    (€)
	35,000



	Variable costs
	c    v a r    (€/kW)
	2500



	Medium temperature thermal energy Storage:
	
	



	TES water 2
	
	



	Inlet temperature
	T    i n    (°C)
	90



	Outlet temperature
	T    o u t    (°C)
	70



	Relative losses SOC
	(%/h)
	0.083



	Fixed costs
	c    f i x    (€)
	35,000



	Variable costs
	c    v a r    (€/kW)
	2500



	High temperature thermal energy storage:
	
	



	TES steam
	
	



	Inlet temperature
	T    i n    (°C)
	140



	Outlet temperature
	T    o u t    (°C)
	120



	Relative losses SOC
	(%/h)
	0.167



	Fixed costs
	c    f i x    (€)
	20.000



	Variabel costs
	c    v a r    (€/kW)
	100.000









Appendix A.3. Parameters for Brewing Process
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Table A3. Main (upper part of table) and auxiliary (lower part of table) process steps of brewing.






Table A3. Main (upper part of table) and auxiliary (lower part of table) process steps of brewing.





	Process Step
	Process Description





	Milling
	Malt grains are crushed by the use of electrical energy.



	Mashing
	Malt and warm brewing water from the brewing water tank are mixed and heated up in a defined process to dissolve nutrients from the malt and transfer them to the brewing water. The process time lies in the range of about one hour. Heat supply is realized through steam.



	Lautering
	Mash and brewing water are mixed in another tank. Electric drives supply the required energy. No additional thermal energy is needed. The process takes several hours. At the end, solids (so-called grains) are separated and the resulting wort is fed to the next process step.



	Wort boiling
	Hops is added and the wort is brought to a boil. During this process, the volume of the wort is reduced by heating, boiling and partial evaporation (up to 10%). The total process time is several hours.



	Whirlpool
	In this process step the use of electrical energy ensures that turbid matter and solids are separated from the final product stream after wort boiling.



	Cooling
	Subsequently, the hot product stream must be cooled from approximately 100 °C to below 10 °C in a short period of time. The heat extracted from cooling is often used, also in this use-case, to heat up brewing water for subsequent brewing processes.



	Fermentation
	After the yeast has been added, the intermediate product is cooled for the duration of fermentation, which takes several days (approx. 4–7). During this process, sugar molecules (from the malt used in the beginning of the brewing process) are converted into alcohol and CO   2  . Depending on the yeast strain (top- or bottom-fermented), the fermentation temperature is determined (usually 5–18 °C).



	Conditioning
	After fermentation is complete, the beer is further cooled (around 0 °C for several weeks in cold rooms or refrigerated containers.



	Packaging
	The final step involves bottling or kegging of the finished product.



	Cleaning in Place
	The tanks (mashing and wort boiling tank, lautering tank + whirlpool) are cleaned by rinsing with cleaning water, basic and acidic solutions. The basic solution is provided at around 80 °C.



	Cleaning of packaging
	Usually bottle and keg washers are installed using hot water to clean the packaging containers.



	Supply of cooling
	To remove excess heat from the fermentation and conditioning process usually compression chillers together with an appropriate working fluid are used. These units consume electric power in the compressor, provide cooling on a low temperature level and release excess heat on a higher level.



	Space heating and cooling
	Space heating and cooling needs to be provided for work spaces in the production area and offices. For space heating usually hot water, usually provided by excess heat from steam generation units, is used. For space cooling electricity for air conditioning is required.



	Information technology and lighting
	Electricity is required to cover the demand for lighting of offices and production areas. Furthermore, IT infrastructure is another consumer of electric power.








The applied stream table is derived from data provided by a real brewery enhanced with data from a literature research. Data provided by the company are listed below:




	
Total brewing days (in days per year) and the information that per day only one batch is produced — weeks with 1, 2, or 4 batches occur



	
Volume (in hectoliters) of final product, losses in wort boiling, and total mash per brewing process



	
Mashing profile (temperatures, duration, and shares of boiling and resting mash)



	
Duration of wort boiling and start of mashing until end of wort boiling



	
Quarter-hourly electric power consumption from the public grid (in kW) for two entire years (2018 and 2019, for the consecutive analysis 2019 data were used)



	
Daily gas consumption and gas consumption for wort boiling (in m   3   for three consecutive brewing days) — this information is used to validate the calculated thermal demand using volumes, given temperatures and specific heat capacities of malt and water



	
Temperatures for inlets and outlets for HEX after whirlpool








Information gaps were filled using information from literature and assumptions:




	
Ratio of malt to wort (  0.125  –0.25 kg/l    w o r t   ), e.g., Sturm et al. [7] and specific heat capacity for malt (1.7 kJ/(kgK)) [71]



	
Cooling profile demand for fermentation (compare for instance process modeling by Muster–Slawitsch et al. [72] or [73])
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Figure 1. Structure of the proposed optimization model and the interfaces between the individual sub-models highlighted in dark grey. 
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Figure 2. Resulting schedule for example case with and without heat recovery—(heating: blue, cooling: red, power: grey). 
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Figure 3. Mapping of representative days for storage SOC calculations. 
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Figure 4. Supply superstructure and overview of brewing process. 
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Figure 5. Mapping of representative days (white: weekends, grey: weekdays without production, black: production days). 
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Figure 6. Resulting profiles after mapping for (a) electricity prices and (b) electricity base demand. 
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Figure 7. Size of all considered units for each scenario. 
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Figure 8. Investment costs for units in the cost optimal solution and minimal required cost reduction   Δ  C  m i n     for units to be considered in the cost optimal solution. 
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Figure 9. Existing HEN (black) and reuse of HEX in Scenarios 5–7 for heat supply via hot water (grey). 
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Figure 10. Optimized production schedule for all scenarios indicating different requirements (heating: blue, cooling: red, power: grey). 
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Figure 11. Energy flows in the energy supply system for the BAU scenario (Scenario 1). 
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Figure 12. (a) Heat load of GB in kW and (b) SOC of brewing water tank in kWh (all Scenario 1). 
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Figure 13. Energy flows in the energy supply system for Scenario 2. 
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Figure 14. (a) Power generation of PV in kW, (b) SOC of EES in kWh, and (c) heat load of EB in kW (all Scenario 2). 






Figure 14. (a) Power generation of PV in kW, (b) SOC of EES in kWh, and (c) heat load of EB in kW (all Scenario 2).



[image: Processes 10 00572 g014]







[image: Processes 10 00572 g015 550] 





Figure 15. Energy flows in the energy supply system for Scenario 7. 
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Figure 16. (a) Heat load of HP water in kW, (b) heat load of HP steam in kW, (c) SOC of TES MT in kWh, and (d) SOC of TES steam in kWh (all Scenario 7). 
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Figure 17. SOC of the CIP tank in kWh (a) Scenario 2 (b) Scenario 7. 
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Figure 18. Annualized energy costs per liter beer for various enforced decarbonization rates. 
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Table 1. Process requirements for example case.
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Process Nr.

	
T     i n    

	
T     o u t    

	
mcp

	
Power Dem.

	
Duration




	

	
(°C)

	
(°C)

	
(MW/K)

	
(MW)

	
(h)






	
1

	
20

	
100

	
10

	
20

	
1




	
2

	
–

	
–

	
–

	
20

	
3




	
3

	
100

	
5

	
10

	
20

	
1











[image: Table] 





Table 2. Stream/requirements table for production days; all streams have a heat transfer coefficient of 2 kW/m²K.
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Req. Nr.

	
T    in   

	
T    out   

	
mcp

	
Power Dem.

	
Duration




	
Name

	

	
(°C)

	
(°C)

	
(kW/K)

	
(kW)

	
(h)






	
Brewing water heat up

	
1

	
12

	
80

	
19.6

	
–

	
1




	
Total mash heat up

	
2.1

	
63

	
64

	
268.5

	
37

	
1




	
Cooking mash cook

	
2.2

	
99

	
100

	
288.0

	
37

	
1




	
Lautering

	
3

	
–

	
–

	
–

	
37

	
2




	
Wort cooking heat up

	
4.1

	
99

	
100

	
639.1

	
37

	
1




	
Wort cooking

	
4.2

	
99

	
100

	
1274.1

	
37

	
1




	
Whirlpool

	
5

	
–

	
–

	
–

	
37

	
1




	
Wort cooling

	
6

	
97

	
8

	
19.0

	
–

	
1
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Table 3. Overview of assumptions for calculated scenarios with differences in existing units, and required decarbonization rate (DC).
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	Scenario
	Period
	Existing Unit
	DC Rate (%)





	Scenario 1 (BAU)
	2020–2025
	GB
	0



	Scenario 2
	2020–2025
	GB
	0



	Scenario 3
	2025–2030
	GB
	0



	Scenario 4
	2030–2035
	GB
	0



	Scenario 5
	2020–2025
	GB
	25



	Scenario 6
	2020–2025
	GB
	50



	Scenario 7
	2020–2025
	GB
	100



	Scenario 8
	2020–2025
	None
	0
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Table 4. Overview of development of energy and CO   2   prices and investment costs for specific technologies used in the elaborated scenarios.
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	Parameter
	2020–2025
	2025–2030
	2030–2035





	CO   2   price (€/MW) [68]
	5.75
	10.12
	18.4



	Natural gas price factor (–) [68]
	1.12
	1.24
	1.29



	Electricity amplitude factor (–)
	1
	1.1
	1.2



	Average electricity price factor (–) [68]
	1.2
	1.53
	1.74



	Cost factor EES (–)
	1
	0.94
	0.86



	Cost factor HP (–) [69]
	1
	0.965
	0.93



	Cost factor PV (–) [70]
	1
	0.9
	0.7
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