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Abstract: Predictive functional control (PFC) is a popular alternative to PID because it exploits
model information better and enables systematic constraint handling while also being cheap and
computationally efficient. A recent overview paper reviewed some recent proposals for improving
the tuning efficacy. This paper extends and develops upon that review paper by introducing some
exciting new proposals for how to making tuning more intuitive and, thus, easier for unskilled
operators. Moreover, there are early indications that these proposals are easily modified for use in

nonlinear cases while maintaining a very low cost and a simple and fast online computation.
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1. Introduction

Predictive functional control (PFC) is a popular control technique—especially for
single-input single-output (SISO) applications [1-7]—because it typically outperforms
PID while being of similar cost and implementation complexity. PFC exploits model
information explicitly and, thus, in principle, can deal with more challenging dynamics
than PID can. Moreover, as it is based on prediction, it is able to embed systematic constraint
handling. Finally, it is designed to have just a single degree of freedom and, thus, to be
computationally efficient and relatively easy and cheap to code [8,9]. Thus, it is a competitor
with traditional approaches, such as PID, but not with more expensive model predictive
control (MPC) variants, such as DMC [10,11].

Nevertheless, as highlighted in the recent review paper [1], simplicity and computa-
tional efficiency come at a cost, that is, the tuning of PFC is often not as straightforward or
effective as one would like [12]; thus, recent research efforts, such as the development of
closed-loop PFC [13,14], Laguerre PFC [15], PFC with an improved feedforward compo-
nent [16], and designs based on model decomposition [17,18], have focussed improving
tuning efficacy. This paper will not repeat the review of those methods (see [1] for details),
but will rather develop and extend them. We note that a priori stability guarantees [18,19]
are rarely considered with PFC, as they are considered unrealistic with such low computa-
tional complexity. If one wants greater assurances of robustness and stronger guarantees,
one will likely need to pay much more and use a more advanced MPC approach.

This paper makes a new proposal that is based on changing the fundamental concept
of the coincidence point. Historically, PFC algorithms have deployed a coincidence point
as the main defining principle for the control law, alongside the selection of a desired
dominant closed-loop pole. In simple terms, the prediction is forced to coincide with a
pre-determined value/dynamic 1, steps ahead, with n, being the coincidence horizon.
All of the recently developed proposals have used the same defining principle and have
focussed on how the input degrees of freedom are parameterised; changing the input
predictions has a significant impact on the efficacy of the overall design.Indeed, this latter
point will be preserved in the proposal of this paper, as it is well known in the MPC
field [20,21] that consistency between open-loop predictions and closed-loop behaviour is a
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solid foundation for sensible MPC design. Recent work has shown that there are two input
parameterisations that, in general, seem to be more effective in ensuring this consistency:
(i) Laguerre-based parameterisations [15] and (ii) parameterisations that exploit an inner
feedback loop [13,14,22]. Consequently, this paper will mainly focus on those two input
parameterisations.

One difficulty with using the coincidence point alongside a desired dynamic was
exposed fairly recently [16], where it was shown that this definition often embedded lag
into the closed-loop responses; indeed, it did so for all systems except those with dynamics
that were close to first order. This was because of inconsistency from one sample to the
next, which was brought about by the implicit requirement for the system to behave like a
first-order system throughout its response, not just asymptotically. The proposal [16] was to
modify, but not remove, the coincidence point’s definition, and indeed, such a modification
was shown to be effective, although the resulting algorithm’s definition was not so clean to
present; computationally, the change in loading was minimal and, thus, irrelevant. Indeed,
the proposal was reduced to implementing any disturbance and target information into the
coincidence point’s definition through a pre-defined feedforward compensator.

This paper takes a different track entirely and removes the coincidence point/first-
order dynamic pairing altogether. The plan is still to base the control design around a
sensible and—critically for adoption—simple and intuitive benchmark response, but here,
we use a natural behaviour of the system as opposed to an “ideal first-order response”, as
the latter is often unrealistic. A core question is that of selecting this benchmark response
in a computationally simple and intuitive fashion, and then, secondly, building on this to
optimise the closed-loop behaviour in some intuitive sense. What is particularly exciting
about the new proposal given here is that modifications for dealing with the nonlinear case
seem to be elementary, and thus, this provides an effective tool for nonlinear control design.
Specifically, this paper will focus on two innovations of PFC.

1.  How do we make tuning as intuitive and, thus, as simple as possible, thus empowering
lower-skilled operators?

2. How do we define meaningful and simple PFC control laws using common input
parameterisations?

Section 2 introduces the core concepts of PFC and a concise summary of possible
variations and constraint-handling approaches. Section 3 introduces the newly proposed
approach, which builds on some preliminary ideas in [23] and shows how it can be modified
to deal with different input parameterisation choices. This is followed by Section 4, which
gives some case study implementations. The paper finishes with a conclusion and a
description of possible areas of future study.

2. Overview of Traditional PFC

Before introducing the proposed innovations, it is important for the reader to be
familiar with the basic concepts, notation, and recent algorithms of PFC [8,9,12,24]. These
are summarised in the following subsections.

2.1. Modelling
It is common, but not necessary, to use transfer-function-based models; for example:
a2y = b(u + Ly A(z) =1-27) M
A(z)
where b(z) = biz7 '+ ..., a(z) = 1+a;z7! + ..., yi, uy are the outputs and inputs,
respectively, at sample k, and (j is an unknown zero-mean random variable used to
capture uncertainty.

Remark 1. Parameter uncertainty and disturbances are typically accounted for by using a simple
disturbance model, as shown in Figure 1. The disturbance signal is defined as dx = Yy x — Ym ks



Processes 2022, 10, 1398

30f17

where yy, is the output measurement of the actual process Gp, whereas Yy, is determined from the
system model Gy, (essentially a parallel computer simulation). The signal dy is used to correct
predictions based on the system model for any bias. Hereafter, we drop the subscripts m, p except
where they are needed for clarity.

Uy y p,k

G,(2)

G(2)

Figure 1. Independent model structure and disturbance estimate.

2.2. Prediction

Predictions underpin PFC. These are based on a system model (1) and are corrected
for bias [10,20]. This is routine in the literature, so we will avoid fine details here and
summarise the result for an n-step-ahead output prediction in terms of future inputs
uk+i 7 1 Z 0:

E[yp,k+n|k} = Hytge + Pyl + QnYmk + di )
Ug Ug—1 Ymk Ypk+1
. Uk e — U2 Yk — Ymk—1 ) _ Ypk+2
=2 Tk = : EE= " Spktllk
uk+Vl—1 Mk—m ym,k—m yp,k+n

It is important to note that the outputs in this prediction are based on the model G,
and its states, not the process, and the term dj is used to correct for bias. The row vectors
Hy, Py, and Q; depend on the model parameters [20] and can be computed very efficiently.

2.3. Conventional PFC Control Law

Historical PFC design is intuitive in that one uses a target first-order dynamic as an
ideal closed-loop response [24]. In essence, the aim is to cause the closed-loop system to
have the associated time constant (integral action and, thus, zero offset are implicit). The

link between the target pole A and time constant T; is A = e™ fora sample time T.
A conventional algorithm attempted to imply the required closed-loop dynamic by
forcing the open-loop predictions to meet the following coincidence condition:

ElYpnil = (1= A")r+ Ay (©)

where 7 is the set point and A is the desired closed-loop pole. This equality is easy to solve
with predictions (2), and thus, the control law is defined by selecting uy with Auy,; =
0, i > 0 such that:

Hyuey uy + Path + Q¥ + d = (1= A")r + A"yp (k) 4)
h‘l’l

Thus, after rearrangement, the control law (3) is implemented by solving:

1
Auy, = o (1—=A")r+ Ay, — QnYk — Pytix (5)
n
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2.3.1. Efficacy of Conventional PFC

The control law (5) works well when the open-loop system has a behaviour that is
close to a monotonic step response, such as in first-order systems; for these cases, the
tuning parameter A is then reasonably effective. However, for systems with more complex
dynamics or significant lag in the initial response, the tuning parameter is much less
effective [12,15,16]. The developments summarised in this paper are focussed towards the
latter cases.

2.3.2. Constraint Handling

Constraint handling is not a main discussion point in this paper, so it is briefly in-
cluded here for completeness. The authors recommend approaches similar to those in
mainstream MPC [15,20,25,26]. Numerous inequalities representing constraints for the fu-
ture input/output predictions are stacked into a single vector/matrix inequality expression
as follows.

Au<Aup <Au; u<u<u, y<y<y Vk (6)
CAuy < fi @)
1 i U—ug_q |
-1 U U 1
1| Au . 1
C = _1 ’ fk = _M ; L = :
Heq Ly — PAug — QY — Ldy 1
—Hey | —Ly + PAuy + QYk + Ld |

where f;, depends on past data in Ailk, Yk and on the limits. Given that there is a single degree
of freedom, a simple for loop within the code can find the choice of 1 closest to (5) to ensure
that (7) is satisfied very efficiently and, indeed, to ensure recursive feasibility properties.

Remark 2. Small modifications to the algebra in (7) are needed for different PFC algorithms, but
the concepts are the same, so those details are omitted, as they are well understood in the literature.

2.4. Recently Proposed Variations of PFC

A number of proposals [1,16] have appeared in the literature to improve the tuning
efficacy of PFC because of the poor correspondence between the chosen A and the resulting
closed-loop pole, thus undermining a core selling point of PFC, that is, the ease of tuning.
This issue was exacerbated for systems with more challenging dynamics, such as unstable
open-loop poles, significant underdamping, or integrating dynamics; hence, modifications
to the basic PFC algorithm are essential. For example, there are several obvious weaknesses
in conventional PFC that have been exposed in the recent literature:

1.  The definition of the coincidence point [16] can induce lag and inconsistency in
decision making.

2. The parameterisation of the future inputs is too simplistic for many cases and is
inconsistent with the desirable closed-loop input trajectory [1].

3. The tuning parameter A is not as effective as one would like [12].

The recent review [1] concluded that, of the various options that had been consid-
ered, input shaping [26-29] would not be pursued for the time being. Apart from the
algebra being somewhat awkward, these approaches can be quite sensitive to parameter
uncertainty, which is difficult—or, rather, systematic guidance for deciding the precise
shaping needed does not yet exist, and moreover, they do not deal with the first and third
fundamental weaknesses listed above. Similarly, pole placement approaches [18,30], while
interesting, required the selection of a number of poles for which, again, no systematic
guidance yet exists. Moreover, the constraint-handling algebra was much messier than
with other methods.
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In summary, two approaches seem to have positive properties and worth pursuing
in the future [1]: (i) Laguerre PFC (LPFC) [15] and (ii) closed-loop PFC (CLPFC) [13,14].
These both tackle the weakness in the parameterisation of the future input trajectory, but in
different ways. In essence, the aim is to ensure that the open-loop prediction is as consistent
as possible [20,31] with the closed-loop input, as this ensures consistency of decision making
from one sample to the next, and moreover, it helps with recursive feasibility assurances. In
both cases, it has been shown that these approaches tackle the second and third weaknesses
in the list above. LPFC is slightly simpler and would be favoured where effective, but
CLPFC is generally required and more effective for systems with challenging open-loop
dynamics, and it is essential for unstable open-loop dynamics [13,22].

Hence, as LPFC and CLPFC will underpin the proposals in this paper, the two control
laws will be concisely presented.

2.4.1. Laguerre PFC (LPFC)

LPFC [15,26] assumes that the input predictions converge to the desired steady state
following a simple exponential curve; the dynamics of that curve are matched with the
target closed-loop pole A for simplicity. Hence, we parameterise the predicted future inputs
as follows:

u(z) = uss + Y Li(z)i; La(z) =14+ Az 1+ A% 2 4 (8)
1

where ug is the expected steady-state input that will remove the offset (for a constant
asymptotic target).

The LPFEC is defined by using input prediction (8) in the control law definition (3).
This requires some modification of the prediction Equations (2) and (4) in order to deal
with the change in the input predictions, but such details are trivial and available in the
references, so they are not included here.

Nevertheless, a core reflection on LPFC is that, despite it being effective for some
systems and an improvement on the conventional PFC approach, there is still poorer
consistency between the closed-loop poles and the target pole A than is satisfactory. This
is largely, but not solely, due to the issues introduced by the definition of the coincidence
point or control law (3), which underpins all PFC approaches to date [16].

2.4.2. Closed-Loop or Pre-Stabilised PFC (CLPFC)

It was recognised in the mainstream MPC literature from the early 1990s that one
effective way of reparameterising the input predictions in order to be more consistent
with the desirable behaviour was to deploy an inner feedback loop. Indeed, this was also
recognised in some PFC proposals [9,24], although those implementations were clumsy
and contained other inconsistencies. More recently, it was suggested that researchers
should investigate this more systematically in a PFC context [13,14,32]. The basic idea is
to form an internal feedback loop, such as in Figure 2, and then to form an outer loop
based on PFC to determine the loop input signal vg. This approach is particularly useful
for handling systems with difficult open-loop dynamics, as the inner loop can soften those
dynamics, meaning that the outer loop, namely, PFC, has less work to do and is working
with predictions that are already closer to something desirable.

Internal Feedback Loop

Vi u, Y

+ C(2) G(2)

— PFC

Yk

Figure 2. Cascade structure with PFC.
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It should be emphasised that the feedback designs for the inner loop [33] are deliber-
ately simple classical designs, so the overall design process is not over complicated. The
primary focus is on moving the poles to more desirable positions, that is, reducing damping,
removing instability, and so forth. The PFC loop works on the model for the inner loop, but
is otherwise defined as a standard with input vy and output y,. Once the outer PFC loop is
added, there are some nuances with prediction and constraint handling, as discussed in the
references, but, in truth, this detail makes little substantive difference in the implementation
and coding complexity, and the tuning is much improved.

Nevertheless, as with LPFC, it is noted that CLPFC also suffers from the same inherent
weakness associated with the coincidence point’s definition [16]. Consequently, this paper
seeks to explore whether an alternative approach would improve the overall algorithm
and tuning.

2.5. Summary

The consensus of the recent literature is that LPFC and CLPFC are simple develop-
ments of the conventional PFC that, in general terms, should be favoured. However, these
do not deal with the fundamental problem of lag caused by the definition of the coinci-
dence point. A recent work [16] demonstrated that a change in the way that reference and
disturbance information is embedded can be extended to the LPFC and CLPFC algorithms.
However, this paper proposes a conceptually different approach, which is the removal or
modification of the coincidence point’s definition altogether.

3. Using Benchmark Behaviour to Define a New PFC Approach

For obvious reasons, the original PFC approach used a first-order response (possibly
with delay) as a benchmark behaviour. However, as is evident from all of the recent work
in the literature, such a benchmark may not be suitable for many systems and leads to
unexpected behaviours, such as lag and inconsistent decision making.

An alternative approach is to begin from a behaviour that we can guarantee is sensible
and achievable; at the very least, this would ensure that consistent and sensible decision
making is followed. However, in line with the general aim of PFC, which is computational
and conceptual simplicity, this behaviour should be self-evident and not manufactured.
Thus, an obvious choice is open-loop behaviour.

e For many benign systems, the open-loop dynamics are almost acceptable, and thus,
feedback is mainly needed for handling uncertainty and relatively small improvements
in the speed of response and damping.

e  For systems with less satisfactory open-loop dynamics, a simple classical feedback
loop, as in Section 2.4.2, will deliver realistic and sensible dynamics, albeit with the
potential for some improvement.

This paper will focus on the speed of response, so an assumption is made that the
open-loop dynamics are too slow and faster dynamics are desirable, for example, to increase
productivity. The following subsections will introduce three alternative control laws of
increasing complexity and cost to deal with scenarios of increasing challenges, but all
deploy the basic principle that open-loop behaviour is a realistic benchmark behaviour. A
core component for ensuring comparability with PID in terms of implementation costs and
coding is the requirement of having just a single degree of freedom.

3.1. A PFC Law Delivering Open-Loop Dynamics: Steady-State PFC (SSPFC)

The very simplest PFC law of all focuses on removing steady-state offset, but does not
concern itself with the closed-loop poles. Such a control law is easy to define [20], as, in
essence, it reduces to deploying an estimator for the required steady-state input us;. For
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example, using the predictions of (2), one can deduce that, for a simple transfer function
model G, = b(z)/a(z) and uy = ugs, Vk:

. b(1
Jim s = s = G(Us ©)

Noting the required bias correction, we can define an SSPFC law as:

a(l
U = Ugs = bgli[R - dk]; dy = Yok = Ymk (10)

The core point of this section is that the SSPFC will be taken to define a reasonable
benchmark behaviour. It is reasonable and achievable because we know that it is simply
a step response. The proposal hereafter is to use this as a benchmark, as opposed to the
first-order behaviour implicit in (3). The coincidence point’s definition will be modified, as
explained in the following subsection.

Benchmark behaviour: Using predictions (2) and the assumption that uy = ug, Vk,
the associated n-step-ahead predictions are given as:

Yitnk = Hy,Luss + Pn’ﬂc + Qnydf + dk} L= [1/ te /1]T (11)

3.2. Changing the Speed of Response: Speed-Up SSPFC

In the event of no uncertainty, the control law (10) will give a closed-loop input that
is a step function. Clearly, there may be cases where the operator desires a slower change
in the input or a faster initial acceleration of the output. A suitable input trajectory that
delivers this variability can be defined as in (8), that is, in exactly the same way as with
LPEC. There are two degrees of freedom: (i) the implied pole A and (ii) the initial deviation
uy — uss = 1. As discussed earlier in Section 2.4.2, it can be assumed that A is defined
automatically based on other criteria, and thus, just one degree of freedom remains to
be determined.

Before we move on to defining the associated PFC law, first, we need the output
predictions associated with (8). These are given as:

Yitnlk = Hy [L”ss + Mﬁk] + Pn’ﬂ( + Qn]ﬁ +di;, M= [1/ A /)\n_l}T (12)

The key difference with respect to the proposed Speed-Up SSPFC is that the selection
of 77 is based on a different criterion from that of CPFC (which used (3)). As noted above,
the benchmark behaviour is defined by using (11), whereas the actual predictions are given
in (12). We compare the implied tracking errors (ep.,,c;, and esprc, respectively) of these
two predictions n-steps ahead. Note, as discussed many times [12], that n needs to be large
enough to avoid issues linked to transient behaviour, but not too large:

Cpench = R — (HyLuss + Pnbf_k + Qn<y_1< + dy) (13)

esprc = R — (Hp[Luss + M| + Pnlﬂc + QnyJ + di) (14)

In order to get faster convergence to the steady state, it would be reasonable to enforce
(equivalent to the coincidence condition) that:

YeSPFC = €pench; ¥ > 1 (15)

The parameter 7, in effect, enables a speed-up in the convergence rate, which is related
to the ratio of the errors.

Hence, Speed-Up PFC is defined by solving the equality (13) for 1, where the user
needs to define 7, A, and n. This reduces to:

YHu Mgy = (v = 1)(R — HyLitss + Pyltk + QuYk + di.) (16)
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The control input is given as uy = uss + 1.

Remark 3. It would be reasonable for <y and A of the conventional PFC to be related. So, if the
dominant open-loop dynamics in the benchmark behaviour have a pole p, then the corresponding
speed-up is consistent with A" = p" /«y. However, it takes very few case studies to realise that the
real scenario is somewhat more nuanced, and an alternative choice of vy is needed.

A more systematic choice of 7 is given in the following, which mainly applies to linear
systems. In simple terms, this is conceptually similar to the design of proportional control
for a PI compensator. The size of the proportion is directly related to the speed of response,
as it dictates the magnitude of the initial input action for an error. Hence, we select 7y to
ensure that the initial reaction to an error has the desired ratio; as this is a linear system, for
simplicity, zero initial conditions can be used to derive a suitable value.

1. Define the desired speed-up factor as .

2. For initial conditions of zero, determine the inputs uy,,j,, usprc associated, respec-
tively, with ep,c;, and esprc and determine the dependence of this ratio on 7.

3. Select v so that:

UsprC _ 17)
Upench

Hence:

Usprc (v —1)(R — HyLuss)
— +1= 18
Upench YH Mugg p (18)

4.  Noting that (nominal case) uss = R/G(1), this reduces to;

usprc _ (v —1)(G(1) —HusL) .
Upench B vHyM t1=p 19)

which gives a simple and unique choice for 7.

The efficacy of control law (16)—(19) when taken as a pair, especially when it comes to
the tuning of a controller by an unskilled operator, will be demonstrated in the section on
numerical examples. Nevertheless, it must be emphasised that this approach relies on the
assumption that the benchmark open-loop behaviour has largely satisfactory dynamics.
The next section considers what to do when that is not the case.

Remark 4. The control law (16) is equivalent to the benchmark (10) with B = 1; hence, both are
denoted as SSPFC.

3.3. Speed-Up PFC with Feedback (CLSSPFC)

There will be many cases where the behaviour of SSPFC as in (16) will be poor—for
example, when the open-loop dynamics are poor (e.g., under-damping and instability).
Indeed, such issues have been a core motivation for much of the recent work on the tuning
of PFC [1].

In such cases, one would need a more sensible benchmark, such as that obtained with
an inner prestabilising loop (see Figure 2 and Section 2.4.2). The definition of the associated
PFC is exactly analogous to that of SPFC, but just with an alternative definition of the
benchmark and speed-up predictions, which are now based on the input signal vy to the
inner loop.

Speed-Up SSPFC with Feedback is defined as follows:

1. Define the transfer function Gj;;,, of the inner loop.
2. Define the associated inner-loop predictions and speed-up predictions as:

Chench inner — R — Hn,inneerss + Pn,innerzﬂf + Qn,inner]ﬁ( + dk (20)

€SFPFC,inner — R — Hn,inner[Lvss + M”]] + Pn,innerzﬁf + Qn,inner‘lﬁf + dj (21)
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3. Solve the following identity to solve for 7.

YESEPFC,inner = Chenchinners Y > 1 (22)

4. Define the inner-loop input as: vy = vss + 77

As discussed in the previous subsection, the choice of 7y will be derived from the
equivalent of (19).

Remark 5. The speed-up parameter B is akin to a multiplying factor that dictates the convergence
speed of the closed-loop response. For example, a value selected between 0 and 1 would cause a
slow-down, whereas a value greater than 1 would result in faster behaviour compared to that of the
benchmark with B = 1. In many cases, a speed-up up to 2-3 is generally sufficient; beyond that, one
may expect severe input aggression, which is unsuitable for practical implementations.

3.4. Summary of Proposals

This section outlined three alternative control laws of increasing complexity to deal
with systems of varying challenge/open-loop dynamics. These are based on a replacement
for the definition of the coincidence point; in essence, a different benchmark behaviour is
used, which is more strongly related to the actual system dynamics and, thus, more realistic.
Instead of choosing a desired pole/time constant, the user defines the speed-up constant f,
that is, how much faster (or indeed slower) than the benchmark behaviour they would like
to be; thus, this retains the simple and intuitive nature of conventional PFC.

4. Numerical Illustrations

This section provides some numerical illustrations using linear case studies to demon-
strate the efficacy and simplicity of the proposed speed-up approach.

4.1. Case Studies

For consistency with the earlier paper [1], this paper will use some case studies with
different and challenging dynamics that merit the use of the closed-loop formulations,
but we also include some more simple examples for which the simple speed-up PFC
is appropriate.

4.1.1. Examples with Relatively Straightforward Dynamics

These examples can be effectively controlled with conventional methods; thus, the
main contribution here is the consideration of the ease and transparency of tuning.

Over-damped second- and third-order systems: Models with relatively benign dy-
namics are useful for considering the basic functionality of the proposed controllers, that is,
(10) and (16).

—01z7 1+ 04272
B = 23
LT (1= 05z 1)(1-09z71) @3)
0.1665z~! +0.0157z~2 — 0.1505z 3
B, =107 z_+ z 2 (24)

(1—-0.98z 1)(1— 0967z 1)(1— 0951z 1)

Non-minimum phase characteristics: While models Bj, B, have some lag and even
a small non-minimum phase characteristic, it is worth considering a system with a much
more aggressive non-minimum phase behaviour alongside a near-integral mode.

—6.69z7 1 +7.856272 +2.392z73 + 0.001445z 4
[1—1.233z71 4 0.5356z2 — 0.005799z 3 4 3.249 % 101174

B = (25)
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4.1.2. Examples with Challenging Dynamics

These examples are not amenable to open-loop PFC formulations [1] and, thus, require
the algorithm from Section 3.3. A simple nominal feedback law C(z), as required for
CLSSPFC (and Figure 2), is included in the model parameter definitions for convenience.

They are based on the behaviours of real systems—for example:

1.  Boiler-level systems [34] often include an integrator. The basic SSPFC is not defined
for systems with zero steady-state input, that is, uss = 1.

0.01z 1 +0.04z 2

“ = A 0s Y-z 1)

C(z) = 0.461 (26)

2. Autonomous underwater vehicles [35] typically include oscillatory open-loop dynamics.

0.1885z71 — 0.182722

Gy = ;
2T 112272714 0.9562-2

C(z) = —1.88 27)

3. Several industrial systems have unstable dynamics—for example, the temperature of
a fluidised bed reactor [36].

2.102z71 +0401172 Clz) = 0.303 — 0.0123z!
(1—1.465z-1 +0.0585z2 ~ 1-0.0853z7!

Gs = (28)

In the following analysis, the closed-loop transfer functions of the inner loop from
using G(z), C(z) in the loop structure of Figure 2 will be used with CLPFC and CLSSPFC.

4.2. Tuning Efficacy with the Basic SSPFC Controller

Again, the illustrations will be divided into the easier examples of Section 4.1.1 and
harder examples of Section 4.1.2. In both cases, the emphasis is on showing the efficacy of
the proposed speed-up approach for controller tuning.

A number of figures are provided in this section to show the closed-loop performance
for SSPFC (16) with various choices of §, as well as to contrast this with conventional PFC.
PID is tuned using MATLAB auto-tuners to ensure some consistency. Note that, in these
examples, the numerical value of # was chosen as per the conjecture presented in [12], i.e.,
within the time window when the benchmark step response with § = 1 increased from
40% to 80% of the implied steady state with a significant gradient.

1. Figures 3-5 show the input and output responses for SSPFC with various choices of .
It is clear that this gives a simple and effective mechanism for varying the closed-loop
speed of response with the corresponding changes in input activity.

2. Figure 6 compares the tuning for f = 1.8 with the corresponding efficacy of more
conventional approaches. It is clear that, apart from B,, which is a simple over-
damped system, the conventional approaches have, by comparison, significant lag
and, thus, are not as effective at achieving a specified behaviour.

In summary, the proposed SSPFC provides much more transparent tuning, which
would be straightforward for a non-expert user to deploy.
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4.3. lllustrations of the Speed-Up in CLSSPFC
A number of figures (Figures 7-9) are provided in this section to show the closed-loop
performance for CLSSPFC with various choices of B. The reader is reminded that the
case studies used here have challenging open-loop dynamics and, thus, are typically not
amenable to simpler design approaches. Consequently, the plots of PFC and SSPFC are
largely not included because they were unsatisfactory (e.g., see PFC in Figure 8b). The
auto-tuned PID responses were also poor.
1. Figures 7-9 show the input and output responses for CLSSPFC with various choices of
B. It is clear that, despite the challenging nature of the control problem, the proposal
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gives a simple and effective mechanism for varying the closed-loop speed of response

with the corresponding changes in input activity.

Figure 10a—c compare the tuning for § = 1.8 with the corresponding efficacy of
more conventional approaches. It is clear that the conventional approaches have, by
comparison, some lag and other undesirable behaviours and, thus, are not as effective
at achieving a specified behaviour.
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Figure 6. Comparison of the closed-loop performance of PID, SSPFC (8 = 1.8), and PFC on By, By, Bs.

Remark 6. The decision to remove some of the details from some figures (e.g., Figure 10b,c) was
made to ensure that the most important parts of the line plots are clear and to use consistent sizing
from one figure to another in order to allow for comparison. The omitted parts do not contain useful
information (it is already evident that those responses were unsatisfactory), and changing the scales
to include these would detract from the clarity of the parts on which we want to focus.

4.4. Disturbance Rejection

For completeness, this section provides a couple of examples to illustrate that the
proposed approach and control laws are robust and, thus, deal with uncertainty. Figure 11
shows the impact on the outputs with an output disturbance of 0.1 for sample 25.
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Figure 11. Responses of SSPFC and CLPFC with disturbance uncertainty for models By, Bs.

4.5. Constraint Handling

Finally, it is shown that the conventional constraint-handling approach in Section 2.3.2
is applicable; again, a suitable illustration is given in Figure 12, which shows efficacy of the
proposal for example B in comparison with PFC and PID.



Processes 2022, 10, 1398

15 of 17

1| et e
08"~ 15r
€N06" %)
s 2 1
S c .
O o4 - |
0.2 == Set Point| { 05 J
----- SSPFC i
J PFC |
0 =s=PID 1 ‘
0 5 10 15 20 25 30 0 5 10 15 20 25 30
Time [s] Time [s]
(a) By Outputs (b) By Inputs

Figure 12. Comparison of the constrained closed-loop performance for model By with u < 1.25.

5. Conclusions, Limitations, and Future Work
5.1. Concluding Remarks

This paper has presented, consolidated, and extended a conceptually new approach to
PFC tuning. Specifically, it has proposed a solution to a recently understood weakness in the
traditional PFC approach. The coincidence point is the lynchpin of existing PFC algorithms,
but the definition of this [16] rather surprisingly undermines the core philosophy, as it
introduces an inconsistency between objectives from one sample to the next; in effect, this
usually introduces lag into the responses, so the desired dynamic is not achieved.

The current paper proposes a radically different alternative to the coincidence point
while retaining the core requirement of simplicity for an equality expression based on
n-step-ahead predictions in order to define the control law. The proposal here uses a
comparison between offset free open-loop behaviour and the optimised predictions; the aim
is to develop systematic but transparent tools for making a closed-loop system faster than
an open-loop system. As seen in the figures, the proposed speed-up parameter f is highly
transparent and, thus, easy to work with, providing low-skilled operators with a simple
handle on closed-loop behaviour.

In addition, this paper has shown that the proposed method can easily be extended
to systems with challenging dynamics by deploying closed-loop forms [1], and again, the
transparency of the tuning is evident.

5.2. Limitations and Future Work

In general, PFC, like most finite-horizon MPC approaches, only offers a posteriori
stability assurances. However, (10) does, in fact, have a simple a priori proof of stability, so
it would be important to see whether and how this can be extended to (16).

Another interesting and important direction of future work is to consider, in detail,
extensions to the nonlinear case. One major advantage of PFC approaches is that the
computational simplicity of the control law’s definition means that a nonlinear imple-
mentation is, compared to conventional MPC, cheap and simple to code. Hence, the
intention is to propose, modify, and illustrate the conceptual approach for a number of
nonlinear examples.
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