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Abstract: The hydrodynamic characteristic of the multiphase mixed-transport pipeline is essential
to guarantee safe and sustainable oil–gas transport when extracting offshore oil and gas resources.
The gas–liquid two-phase transport phenomena lead to unstable flow, which significantly impacts
pipeline deformation and can cause damage to the pipeline system. The formation mechanism of
the mixed-transport pipeline slug flow faces significant challenges. This paper studies the formation
mechanism of two-phase slug flows in mixed-transport pipelines with multiple inlet structures. A
VOF-based gas–liquid slug flow mechanical model with multiple inlets is set up. With the volumetric
force source term modifying strategy, the formation mechanism and flow patterns of slug flows are
obtained. The research results show that the presented strategy and optimization design method
can effectively simulate the formation and evolution trends of gas–liquid slug flows. Due to the
convective shock process in the eight branch pipes, a bias flow phenomenon exists in the initial state
and causes flow patterns to be unsteady. The gas–liquid mixture becomes relatively uniform after
the flow field stabilizes. The design of the bent pipe structure results in an unbalanced flow velocity
distribution and turbulence viscosity on both sides, presenting a banded distribution characteristic.
The bend structure can reduce the bias phenomenon and improve sustainable transport stability.
These findings provide theoretical guidance for fluid dynamics research in offshore oil and gas
and chemical processes, and also offer technical support for mixed-transport pipeline sustainability
transport and optimization design of channel structures.

Keywords: multiphase mixed-transport pipeline; hydrodynamic characteristic; gas–liquid slug flow;
dynamic banded distribution; flow pattern; pipe optimization design

1. Introduction

Energy is the crucial driving force for societal development and a vital foundation
for sustained economic growth. In recent years, the focus of oil and gas exploration and
development has shifted from terrestrial to marine extraction, moving from shallow to
deep-sea regions [1–3]. Oil and gas are transported directly to terrestrial surface projects via
combined pipelines. However, due to the complexity of the seabed terrain, the process of
mixed oil and gas transmission is affected by the undulating seabed, leading to a two-phase
slug flow [4,5]. The emergence of slug flow alters the flow velocity of gas and liquid phases
in the pipeline, posing numerous problems and challenges for the lifespan and material
costs of subsea pipelines [6]. For example, slug flow will produce shock vibration during
pipeline flow, resulting in pipeline fatigue failure [7,8]. Therefore, studying the hedging
flow characteristics and flow pattern evolution of gas–liquid slug flows has significant
engineering application prospects [9–11].
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The slug flow is a turbulent fluid mechanic problem significantly impacting deep-sea
oil field development and production equipment design [12–15]. For example, when slug
flows occur in pipe systems, pressure in the blocked pipeline rapidly increases, enhancing
the backpressure at the wellhead, and in severe cases, can reduce the productivity of oil
and gas wells by up to 50%. When the lengths of liquid slugs reach several riser heights,
the liquid outflow at the riser outlet fluctuates significantly, leading to overflow or flow
interruption in connected equipment like separators [16,17]. When severe gas–liquid
alternating flow occurs in risers, operating pipelines and associated equipment experience
intense vibrations, leading to damage and potentially forcing production to halt [18–20].
Therefore, it is essential to study the flow properties of slug flows and enhance the stability
and productivity of pipeline transportation.

In response to these issues, scholars have conducted in-depth studies on slug flows,
including the macroscopic laws of averaged parameters like slug length, long bubbles, and
liquid holdup [21–23]. Due to the complexity of slug flow and limitations in experimental
technology and measurement methods, there remains substantial research potential in
the natural evolution of slug formation, merging, and disappearance. Pineda-Pérez et al.
studied air and high-viscosity slug flows [24]. Schmelter employed three-dimensional
numerical simulations of gas–liquid slug flows, considering different experiment conditions,
and thereby validating the feasibility of numerical simulations [25]. Liu conducted flow
pattern studies in S-shaped pipelines, categorizing flow patterns observed in pressure and
differential pressure fluctuations into five types, achieving an accurate identification rate of
90.44% [26]. Li constructed an S-shaped riser system. They identified severe transitional
slug flow and stable flow by adjusting the inlet flow, analyzing significant differences in the
liquid holdup and corresponding probability density distributions for each flow type [27].

From a review of the literature above, it is evident that current research on gas–liquid
slug flows primarily focuses on aspects such as pressure fluctuations, slug frequency, and
liquid holdup. While many studies are experimentally based, there is a discrepancy between
research outcomes and actual field data due to experimental sites and equipment limitations.
Hence, there is a need to undertake theoretical research and numerical simulation studies.
Moreover, research on gas–liquid slug flows located at complex pipelines with multiple
inlets is relatively scarce, and further exploration is needed in multiphase flow modeling
and solution methods.

In general, we present a modeling and solving technology for the gas–liquid slug flows
in multi-inlet systems to explore turbulent flow patterns integrated with the turbulence
model. It explores flow patterns of gas–liquid slug flows within complex channels. Relevant
findings can offer theoretical guidance for analyzing the feature patterns of severe slug
flows in pipeline transportation systems in the marine and chemical engineering fields.
Additionally, these results provide technical support for the optimization design of marine
oil and gas transportation pipelines and slug flow suppression.

2. Slug Flow Mathematical Model
2.1. Gas–Liquid Flow Field Model

At present, the formation conditions and mechanism of severe slug flow are still
debated, but for the riser system composed of inclined pipes and risers, the majority of the
literature holds the same view: For an inclined pipe, a liquid plug can be formed in the
riser to prevent the gas phase from entering the riser. In the inclined pipe, gas continues to
flow into the riser system, and the squeezed liquid gradually enters the riser system. At
the same time, the rising liquid pressure in the riser blocks gas from entering the pipeline,
and finally, the phenomenon of the liquid plug increasing to reach the height of the riser
occurs. The formation principle can be summarized as follows: when the gas and liquid
at the inlet of the dip pipe flow in layers, the liquid will accumulate at the elbow under
the action of gravity to form a liquid plug [28–30]. The liquid plug will compress the gas
in the downdip pipe, resulting in an increase in the air pressure in the downdip pipe and
in the height of the liquid plug in the riser pipe. The increased liquid plug in the riser
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further compresses the gas, which further increases the pressure in the downdip tube.
When the height of the liquid plug is greater than the height of the riser, a serious slug flow
phenomenon will occur.

Numerical methods can be implemented to study slug flow in pipelines. The VOF
model is an interface track approach that captures and tracks interfaces [31,32]. Here, the
q-phase volume fraction is αq; then, three situations can arise: If αq = 0, it indicates that the
q-phase fluid is absent; if αq = 1, the liquid fills; if 0 < αq < 1, cells include interfaces and
one or more phases. The continuity equations can achieve the interface track. The q-phase
equations can be obtained:

∂αq

∂t
+ vq · ∇αq =

Sαq

ρq
+

1
ρq

n

∑
p=1

( .
mpq −

.
mqp

)
(1)

where ρq is the q phase density, vq is the q phase velocity, and Sαq is the source term. The
properties in the equation can be determined in a cell. The density can be obtained:

ρ = α2ρ2 + (1 − α2)ρ1 (2)

For n-phase systems, the average density can be expressed:

ρ = ∑ αqρq (3)

The fluid properties, such as viscosity, can be calculated. The momentum equation is
obtained:
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The energy equation is owned:

∂
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]
= ∇ ·

[
ke f f (∇T)

]
+ Sh (5)

Properties and effective heat conduction are shared among the phases. The source
terms include attributes related to radiation and other heat sources.

2.2. Volumetric Force Source Term Model

Gravity and the surface tension of gas–liquid phases affect the gas–liquid slug flows.
The momentum equation can be obtained from surface tension source terms and gravity
source terms, where the gravity source term is a volumetric force [33–35]. Surface tension
arises from the difference in intermolecular forces at the gas–liquid boundary, requiring
conversion into a volumetric force to introduce the momentum equation [36–38].

→
F = ρ

→
g (6)

where g represents the vector of gravitational acceleration.
In the calculation, the surface tensions can be viewed as a constant, and curvature

radius and tension coefficient should be considered as follows:

p2 − p1 = σ

(
1

R1
+

1
R2

)
(7)

Using the continuous surface face method, the adhesive force on the pipeline wall can
be calculated into the momentum source term of surface tension [39,40].
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2.3. Standard k-ε Turbulence Model

For turbulent flow inside pipes, whether in a steady-state or an unsteady-state two-
phase coupling scenario, the standard k-ε turbulence model is highly applicable [41–44].
Standard forms of k and ε equations are obtained:

ρ
∂k
∂t

=
∂

∂xi
[(µ +

µt

σk
)

∂k
∂xj

] + Gk + Gb − YM (8)

ρ
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=

∂

∂xi
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µt
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)

∂ε
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ε

k
(Ck + C3Gb)− C2ρ

ε2

k
(9)

where Gk denotes the turbulent energy term since the change in mean speed gradients;
σk and σε denote the Prandtl amount of turbulent energy and the dissipation rate, respec-
tively; YM is the total dissipation rate with respect to the pulsatile expansion; Gb is the
turbulent energy term due to buoyancy; and the values of empirical parameters are as
follows: C1 = 1.44, C2 = 1.92, C3 = 0.09. The turbulent viscosity coefficient µt is as follows:

µt = ρCµ
k2

ε
(10)

Here, a larger k indicates a greater length and turbulence fluctuations timescale, and a
larger ε implies a smaller length and timescale, with both factors constraining the turbulence
pulsation [45–47].

3. Simulation Model of Gas–Liquid Slug Flows
3.1. Physical and Numerical Models

The construction of the slug flow model is divided into two parts: a geometric model
and a finite element model. According to the established mathematical slug flow model,
the system of partial differential equations is not easy to solve directly [48–50]. This chapter
relies on the Fluent 15.0 software platform to solve the partial differential equations in
order to obtain the approximate solution and meet the analysis needs. For the complex slug
flow model, it is essential to establish a reasonable calculation area and carry out numerical
discretions to obtain accurate numerical results.

To analyze the dynamic feature of slug flows, a pipeline geometry model is obtained,
as illustrated in Figure 1. Typically, the choice of the model closely aligns with the pipeline’s
actual conditions. However, it requires significantly more effort, such as in grid division
and time for iterative convergence, compared to two-dimensional models. The three-
dimensional geometric model in this study is not symmetrically distributed, thus necessi-
tating the development of a three-dimensional pipeline slug flow geometric model. This
model comprises eight symmetrically distributed inlets, with the center coordinates of
each branch indicated in the figure. The inlet diameter is 220 mm, and outlet is 508 mm.
Gas–liquid fluids enter the inlets into branch pipes, converge into the main pipe, and exit
through the outlet.

According to the multi-inlet pipeline geometric model, a pipe numerical model is set
up, as shown in Figure 2. Here, the unstructured grids are used to generate numerical
models. Considering the significant viscous effects and large flow field gradient changes
near the pipeline walls, it is necessary to refine the grid at the walls and the inlets and outlets.
An unstructured grid with a grid size of 0.002 mm, totaling 347,820 grids, and a grid quality
above 0.6 is used for the pipeline inlets. For other three-dimensional numerical model fluid
domains, an unstructured grid with a scale of 0.03 mm is used, totaling 458,760 grids with
a grid quality above 0.5. The total number of grids for the fluid domain is 806,580, ensuring
that the grid quality within the computational limits meets the accuracy requirements.
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Figure 2. Numerical model of gas–liquid slug flows.

3.2. Boundary Conditions and Solution Conditions

In the model, the inlet boundary is the mass flow condition, and the flux is 45,031 kg/h.
Here, the gas volume fraction is set as 30%. The gas–liquid slug flow simulation uses the
transient VOF model, with explicit time discretization selected. The eight pipeline inlets
are set as mass flow inlets, the container walls are no-slip walls, and the outlet is a mass
flow outlet. Pressure is discretized using the PRESTO method to prevent significant
pressure fluctuations. The pressure implicit with the PISO algorithm guarantees numerical
convergence efficiency [51–54].

3.3. Grid Independence Validation

Grid quantity impacts computational efficiency and results [55–60]. An excessive
number of grids in the computational domain prolongs the computation time and reduces
the efficiency, whereas too few grids result in low accuracy of the simulation results. Hence,
an appropriate number of grids should be chosen for simulation. In this study, pressure is
a critical characteristic parameter, so the pressure data of the pipeline are selected for grid
model independence verification. The chosen medias are gas and oil, with oil considered
an incompressible phase, neglecting the impact of temperature. The grid independence
verification is shown in Table 1.

In Table 1, the minimum relative error in the pressure data calculated by grid mod-
els 2 and 3 is minimal, with the minimum relative error not exceeding 1.1%. As the model
grid is lesser, the numerical relative error is larger. Therefore, when the error from two
grid calculations is minimal, choosing a grid model with fewer grids can satisfy accuracy
requirements while improving computational efficiency. Hence, this study adopts the
number of grids in grid model 2.
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Table 1. Grid independence validation.

Model Grid Quantity Pmax (kPa) Pmin (kPa) Pamp (kPa)

Model 1 689,054 46.67 5.45 41.04

Model 2 806,590 47.19 5.58 41.61
Model 3 952,580 47.63 5.64 41.99

Minimum relative error (%) / 0.92 1.1 0.90

4. Numerical Results and Analysis
4.1. Gas-Phase Slug Flow Evolution Course

In order to study the hydrodynamic characteristics, we selected a cross-section of the
pipeline model with an inlet to analyze the flow properties. The gas-phase volume fraction
over time was obtained to investigate the evolution courses of gas–liquid mixed flows
(Figure 3). The red areas represent the gas phase, and the blue areas denote the oil phase.
The cloud diagram effect which formed was similar to the actual gas–liquid distribution.
Thus, the volume fraction diagram can serve as a standard for judging the flow pattern
inside the pipe.
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In Figure 3, the distribution of the gas-phase volume fraction is uneven. Due to the
effect of inflation, the gas phase volume fraction at the entrance is higher. In Figure 3a,
the gas phase is larger on the left side of the upper part of the pipeline, and there is a
bias flow phenomenon due to the structural design of the inlet pipe throughout the flow
field’s evolution. When the fluids from the eight branch pipelines converge in the main
pipeline, there is significant counterflow disturbance in the convergence process, making
the gas-phase distribution more complex. Generally, the gas phase volume fraction is larger
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on the left side of the pipe. In Figure 3b–d, it is shown that the mixing process between
the gas and liquid phases became more complex as the fluid field evolved, causing the
best gas–liquid mixed effects. In Figure 3d,e, the branch pipe is filled with oil phase with
scattered gas phase, and there is obvious slug flow in the main pipe. The above phenomena
illustrate that when the flow field evolves, the gas–liquid mixing is no longer affected by
the inlet pipe, and the gas phase distribution of the mixed flow field becomes complex and
forms slug flows.

To investigate gas–liquid slug flows, mass change curves on both sides of the leftmost
branch pipe were obtained at the stability state, as shown in Figure 4. No obvious bias
occurred in either gas–liquid phase. Due to the intermittent character of the liquid plug,
the cumulative flow curve of the liquid phase in Figure 4 fluctuated and rose. The two flow
curves roughly coincided; that is, the liquid distribution was equal to the flow distribution,
which verifies that the time of the liquid plug in the two branch pipelines to the intersection
pipeline was consistent. The cumulative flow curve of the gas phase flow was two straight
lines with a constant slope, mainly related to gas compressibility. Two flow curves of the
gas phase roughly coincided, indicating that the gas phase achieved equal flow distribution.
It can be seen from the measurement results that there was no apparent bias between the
gas and liquid phases in the upper or lower branch pipelines. That is, the slug flow is not
biased under symmetrical pipelines.
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The gas–liquid flow properties after the intersection at the first interchange were
obtained to discuss the two-phase flux properties. The flow of the liquid plug on both sides
of the rightmost pipeline was not synchronized, and the results are shown in Figure 5. As
shown in Figure 5, the fluctuation mode of the two curves of the liquid cumulative flow rate
was alternately rising, indicating that there was a certain deviation before and after the time
when the liquid plug in the two branch pipelines reached the intersection pipeline, mainly
because the pipe conditions of the two branch pipelines were not completely symmetrical
due to the different connected bend structures. From a short-term point of view, the liquid
phase appeared to have a particular bias, but this bias was only temporary. The flow
measurement results showed no apparent bias in the liquid phase during a long period of
time. For the gas-phase flux curves, it can be found that the gas-phase had no apparent bias
and took on steady evolution trends. The above phenomena illustrate that, in the process
of the intersection of two gas–liquid phases in the pipeline, the flow rate of the liquid phase
changes to a certain extent under the disturbance of the gas phase impact, but the gas phase
content is fixed, so there is no obvious bias flow.
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In the numerical model, a cross-section at the junction of the branch pipes was se-
lected as the monitoring surface, as shown in Figure 7. The bias flow features of the mixing 
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Figure 5. Flow characteristics in intersection pipes.

To study the pipe pressure loss, the pressure drop evolution over time was obtained,
as shown in Figure 6. The branch pipe of pipeline structure A was a horizontal pipe its
pressure drop was mainly a frictional loss, and the measured pressure drop loss did not
exceed 2 kPa. The branch pipe of pipeline structure B contained a riser section, and its
pressure drop included gravity loss and friction loss. Figure 6 shows the pressure drop
curves. As can be seen from the figure, the pressure fluctuation in the pipeline presented a
drastic change characteristic, and there was no obvious rule. This phenomenon is related
to the scale and scale of slug formation. When the slug is formed, there is a complex flow
pattern in the gas–liquid mixing process, resulting in complex changes in the shape of
the slug, which made the pressure values at different positions different. In addition, it
can be seen from the pressure drop of the two pipelines that the pressure drop fluctuation
presented a similarly changing trend.

Processes 2024, 12, x FOR PEER REVIEW 8 of 16 
 

 

 
Figure 5. Flow characteristics in intersection pipes. 

To study the pipe pressure loss, the pressure drop evolution over time was obtained, 
as shown in Figure 6. The branch pipe of pipeline structure A was a horizontal pipe its 
pressure drop was mainly a frictional loss, and the measured pressure drop loss did not 
exceed 2 kPa. The branch pipe of pipeline structure B contained a riser section, and its 
pressure drop included gravity loss and friction loss. Figure 6 shows the pressure drop 
curves. As can be seen from the figure, the pressure fluctuation in the pipeline presented 
a drastic change characteristic, and there was no obvious rule. This phenomenon is related 
to the scale and scale of slug formation. When the slug is formed, there is a complex flow 
pattern in the gas–liquid mixing process, resulting in complex changes in the shape of the 
slug, which made the pressure values at different positions different. In addition, it can be 
seen from the pressure drop of the two pipelines that the pressure drop fluctuation pre-
sented a similarly changing trend. 

 
Figure 6. Evolution curve of pipeline pressure drops with time. 

In the numerical model, a cross-section at the junction of the branch pipes was se-
lected as the monitoring surface, as shown in Figure 7. The bias flow features of the mixing 
processes were analyzed by comparing the data from the monitoring cross-section. Dur-
ing this process, the fluid convergence in the branch pipes on both sides of the main pipe-
line created a counterflow phenomenon, potentially causing complex gas–liquid coupled 
disturbances, leading to uneven gas-phase distribution on both sides. 

Figure 6. Evolution curve of pipeline pressure drops with time.

In the numerical model, a cross-section at the junction of the branch pipes was selected
as the monitoring surface, as shown in Figure 7. The bias flow features of the mixing pro-
cesses were analyzed by comparing the data from the monitoring cross-section. During this
process, the fluid convergence in the branch pipes on both sides of the main pipeline created
a counterflow phenomenon, potentially causing complex gas–liquid coupled disturbances,
leading to uneven gas-phase distribution on both sides.
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Figure 7. Distribution of detection points at different locations.

Figure 8 depicts the curves of gas-phase volume fractions at different locations. In
Figure 8a, the minimum value of volume fraction is 0.1, and the maximum is 0.22. At
line 1, the deviation in volume fraction is slight, indicating a relatively uniform gas phase
distribution. At line 2, the volume fraction distribution is uneven between the upper and
lower sides of the pipeline, with a volume fraction difference of 0.12, indicating gas–liquid
solid two-phase coupling at this location. In line 3, the volume fraction is the smallest
at the pipe center, with a more uniform distribution on both sides. As the fluid field
dynamically evolves (Figure 8b–d), there is a noticeable gradient difference at line 1 due to
the counterflow process of the gas–liquid mixing. The volume fraction distribution at other
lines does not differ significantly, presenting a uniform evolutionary state.
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4.2. Flow Field Velocity Evolution Characteristics

The velocity features can explain the change course of gas-phase volume fraction.
Figure 9 shows the velocity contour maps at variable time sequences. In Figure 9a, at the
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junction of the first and second branch pipes, a specific velocity deviation exists, leading
to an uneven distribution of components on both sides of the pipeline. At the junction
of the third and fourth branch pipes, velocity distribution is uniform with a low-velocity
area. However, at the end of the fourth branch pipe, the flow field’s velocity reaches a local
maximum of 3 m/s, and the fluid velocity at the bend is uneven, with a noticeable bias
flow phenomenon.
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As the gas–liquid flow evolves, the bias flow at the bend sides becomes more severe,
and the min and max velocities are 0.27 m/s and 2.7 m/s (Figure 9b). In Figure 9c, the
flow velocity at the first branch has a significant disturbance, resulting in a large velocity
gradient. However, the pipeline flow becomes uniform after converging at the third branch.
At this point, the maximum velocity occurs at the fourth branch, where the bend’s structure
causes a large difference in fluid velocity. In Figure 9d, the entire velocity reaches a stable
state, with the bias flow at the bend reduced, showing a phenomenon wherein the flow
speed takes on faster speeds at the lower sides and slower at the upper sides. Therefore, in
order to avoid the occurrence of this phenomenon, it is of great significance to optimize the
design of the bending pipe structure.

Fluid velocity curves at different locations were obtained (Figure 10). The fluid speed
near the pipeline walls was lower, mainly due to the walls’ viscous resistances. At the
center of the pipeline, the fluid velocity was greater, reaching its maximum at the junction
of the fourth branch pipe. Overall, there was no difference in the fluid velocity at the
lower and upper sides near the pipeline walls after stabilization. This suggests a relatively
uniform mixing of the gas and liquid phases. The above phenomenon shows that there was
no obvious bias in the stabilized flow field. The high velocity of the fourth pipe interchange
is related to the design of the connected pipe’s bend structure.
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4.3. Evolution Characteristics of Flow Field Turbulent Viscosity

The turbulent viscosity is a vital parameter to describe the flow properties. To explore
evolution trends of slug flows, the turbulent viscosity changes are obtained, as shown in
Figure 11. In Figure 11a, localized nesting of turbulent vortices occurs at the junction of
the first branch pipe, resulting in greater turbulent viscosity. At the junction of the second
branch pipe, the turbulent viscosity on upper sides is more significant than that on lower
sides. At the junction of third branch pipe, the turbulent viscosity remains uniform on the
pipeline and shows a banded distribution near the wall. At the junction of the fourth branch
pipe, the lower side of the bend has greater turbulent viscosity, uniformly distributed along
the pipe wall, indicating higher turbulent energy at the bend. In Figure 11b, the maximum
turbulent viscosity in the entire flow field is reduced compared to the maximum value in
Figure 11a. However, the distribution of turbulent viscosity becomes more random and
disordered. In Figure 11c,d, the turbulent viscosity inside the pipeline is influenced by the
viscous resistance of the walls and is distributed along the pipeline wall. The turbulent
viscosity distribution at each branch pipe junction is uniform, and the entire flow field
reaches a stable mixed flow state.

The turbulent viscosity curves at different locations have been obtained, as depicted
in Figure 12. It is observed that at branches 1–3, despite differences in turbulent viscosity
on both sides of the pipeline at different locations, the distribution of turbulent viscosity on
both sides becomes more uniform over time. At the junction of branch 4, the maximum
turbulent viscosity on the lower side of the bend can reach 4.0 × 10−4 kg/(m·s), indicating
that the structure on the lower side of the bend causes more excellent turbulent viscous
resistance near the wall, leading to complex turbulent vortex coupling and a banded
distribution of turbulence energies at walls. When mixing fluids are in stable development
states, flow characteristics after the intermixing of the eight branches become uniform.
However, the design of the bend makes the flow evolution process complex, significantly
influencing the slug flow generation.
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4.4. Gas Content of the Pipe Slug Flows

In order to study the complex flow characteristics of pipeline slug flow, the evolution
process of gas content with time series was obtained, as shown in Figure 13. At the initial
moment, the pipe is filled with gas, and the volume fraction of the gas content is 1. As
the gas and liquid flow into the pipe from the inlet, the volume fraction of the gas phase
decreases continuously until its value is 0. At this time, the fluid in the pipeline is all liquid
phase. With the coupling of gas and liquid, slug phenomenon is constantly formed inside
the riser, resulting in periodic changes in gas content. At this time, the gas is continuously
pumped into the riser, pushing the slug to flow upward, and the gas content inside the
pipeline increases to 0.475, and then decreases to 0. Under the action of gas phase, the slug
inside the pipeline flows to the top of the riser and exits the riser. Subsequently, a new
slug phenomenon was formed inside the pipeline under the action of gas–liquid coupling.
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Therefore, if you want to avoid the occurrence of slug phenomenon, reasonable design of
pipeline structure is very important.
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From the above phenomena, it can be inferred that the gas–liquid coupling process of
mixed fluid at the intersection of horizontal pipe A and vertical pipe B is easy to form a
complex slug flow phenomenon, which has strong nonlinear evolution characteristics and
complex changes in the size and shape of the slug. The gas–liquid two-phase fluid in the
riser flows upward under the action of the slug, forming a serious slug flow phenomenon.
When the flow rate in the pipeline is large, the gas–liquid coupling process is accelerated,
which increases the formation speed of the pipeline slug flow, and inevitably intensifies the
morphology evolution process of the pipeline slug flow. In general, pipeline slug flow is a
complicated turbulent mechanical phenomenon. How to optimize the design of pipeline
system to avoid the formation of slug flow is of great significance.

5. Conclusions

Gas–liquid slug flows are widespread in marine, oil, and chemical industries, and
it is vital to study the formation mechanism and flow patterns of slug flows. This paper
establishes a gas–liquid slug flow model with multiple inlets, obtaining the dynamics of
complex pipeline flow.

1. Due to the counterflow course, bias flow phenomena occur in the initial evolution of
gas-phase volume fraction distribution. When the flow field evolves, mixing process
becomes uniform, resulting in optimal mixing throughout the flow field.

2. Due to the intermittent characteristics of the liquid plug, there is no apparent bias
in upper and lower branch pipelines. That is, slug flow will not be biased under
symmetrical pipelines. The pressure drop fluctuation of horizontal and vertical pipe
is strong, which is related to the gas–liquid slug flow.

3. For the multi-inlet pipeline model, a specific deviation exists at the junctions of the
first three sets of branch pipes, with a low-speed area near the pipeline wall, causing
an uneven distribution of components on both sides of the pipeline. The fluid flow
velocity is uneven at the end of the fourth branch pipe junction, with a noticeable bias
flow phenomenon.

4. The turbulence viscosity inside the pipeline is influenced by the viscous resistance of
the walls and is distributed along the pipeline wall. The turbulence viscosity distribu-
tion is relatively uniform at each branch pipe junction. However, the design of the
bent pipe structure results in an unbalanced flow velocity distribution and turbulence
viscosity on both sides of the pipeline, exhibiting a banded distribution characteristic.
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