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Abstract: The inherent impairments of visible light communication (VLC) in terms of nonlinearity
of light-emitting diode (LED) and the optical multipath restrict bit error rate (BER) performance.
In this paper, a model-driven deep learning (DL) equalization scheme is proposed to deal with the
severe channel impairments. By imitating the block-by-block signal processing block in orthogonal
frequency division multiplexing (OFDM) communication, the proposed scheme employs two subnets
to replace the signal demodulation module in traditional system for learning the channel nonlinearity
and the symbol de-mapping relationship from the training data. In addition, the conventional
solution and algorithm are also incorporated into the system architecture to accelerate the convergence
speed. After an efficient training, the distorted symbols can be implicitly equalized into the binary
bits directly. The results demonstrate that the proposed scheme can address the overall channel
impairments efficiently and can recover the original symbols with better BER performance. Moreover,
it can still work robustly when the system is complicated by serious distortions and interference,
which demonstrates the superiority and validity of the proposed scheme in channel equalization.

Keywords: deep learning; channel impairments; nonlinear equalization; visible light communication;
deep neural network

1. Introduction

Visible light communication (VLC) is a promising technique for indoor short-range wire-
less communications systems [1,2]. It has many advantages such as high anti-electromagnetic
interference, low cost, good safety, and a rich and license-free spectrum. Compared with
the single carrier modulation schemes, the optical orthogonal frequency division multi-
plexing (O-OFDM), which has a higher spectral efficiency and system capacity, attracted
more and more attention from scholars [3–5]. Combining the low-cost structure of inten-
sity modulation and direct detection (IM/DD), the direct current-biased (DC) O-OFDM
has been widely deployed in the VLC system to achieve a high-speed rate [6], where
the Hermitian symmetry is adopted to provide the real-valued signal and the DC bias is
used to ensure the non-negativity constraint of light-emitting diode (LED). However, the
modulated signal always suffers from the inherent VLC channel impairments, involving
the LED nonlinearity and the optical diffuse propagation. Especially for the case of the
signal with a large bandwidth and a high output power, the overall channel impairment
is detrimental and will damage the system performance severely, which imposes a big
challenge to existing transceiver designs [7].

In general, the nonlinear effect of the LED and the dispersive effect of the optical
multipath channel can be handled independently or jointly. Various schemes have been
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investigated to overcome the channel impairments in VLC systems, such as the peak to
average power ratio (PAPR) reduction associated with the OFDM system [8–12], predistor-
tion technique [13,14], nonlinear post-equalizer (NPE) scheme [15–18], and bit-interleaved
coding [19], etc. Although the PAPR is easily implemented at the transmitter, the mem-
ory effect of LED is neglected, which degrades the system performance in high-speed
transmission [11,12]. The predistortion technique is an efficient way to mitigate the LED
nonlinearity; however, the dispersive effect of the multipath VLC channel is not taken
in account [13,14]. Thus, the specified equalizer should be employed at the receiver to
maintain the overall performance, which inevitably increases the system cost. Unlike the
predistortion at the front end, the NPE at the receiver end is cost-efficient and seems more
competitive because it can mitigate the overall impairment from the cascade of the LED
and the dispersive optical channel. At present, there are many methods to construct the
NPE. As for polynomial model approaches, a complex mathematical expression must be
always built first and employed as an equalizer model, which have a great effect on the
modeling accuracy. As in the strong nonlinear and complex multipath scenario, the model
coefficient identification is usually intractable for some conventional signal processing
methods, which come across the computational complexity and storage problem. Moreover,
machine learning (ML)-related algorithms have also demonstrated the ability to solve the
nonlinear issues [20–23], e.g., support vector machine (SVM) and K-means algorithm, can
be adopted to estimate various channel impairments and to accurately identify the complex
mapping relationship between the input and output signals.

Deep learning (DL) has regained traction tremendously in recent years. Due to its
strong ability to learn, recognize, and predict, DL has been regarded as a promising tool
in solving the complex communication problems in unknown or complex channels. A
comprehensive introduction and overview of the application of DL in wireless communi-
cations has been reported in [24–33], including the fully connected deep neural network
(FC-DNN)-based channel estimation, nonlinearity compensation, signal detection, and
decoding scheme. In addition, DL has also been applied in VLC to enhance the system
performance. In [34], a DL-based approach is employed to design the multi-colored VLC
system, where an unsupervised DL is used to train the end-to-end symbol recovery process
including the transceiver pair and a channel layer. The results of the average symbol error
probability demonstrate that the learned VLC outperforms existing techniques. A DL
framework is proposed in [35] for the design of a binary signaling transceiver in dimmable
VLC, where the optical channel layers and binarization techniques are introduced in DL
to reflect the physical and discrete nature of the OOK-based VLC systems. In [36], a
model-driven DL approach using an autoencoder (AE) network is proposed to mitigate
the LED nonlinearity for DCO-OFDM-based VLC systems. The constellation mapping and
de-mapping of the transmitted symbols are adaptively acquired and optimized through the
DL technique. The results show that the proposed scheme exhibits better BER performance
than some existing methods, and it can also further accelerate the training speed. Similar
to [36], an end-to-end learning AE network is proposed in [37] to address the high PAPR
and the LED nonlinearity problems in asymmetrically clipped (AC) O-OFDM. The results
show that the hybrid AE achieves a distinct PAPR reduction and is more robustness to LED
nonlinearities. To address real-life application constraints in VLC, the literature [38] consid-
ers that the input-dependent noise originated from the shot noise for the sake of generality
and propose a VLCnet that uses flicker reducing activation units for error rate decreases.
The simulation results show the performance superiority of the proposed VLCnet method
in the case of input-independent and -dependent noise.

In this paper, inspired by the approaches in [26–31], we formulate the channel im-
pairment mitigation problem as a learning task and propose a model-driven DL scheme,
abbreviated as DL-NPE, for the DCO-OFDM-based VLC system. The underlying idea is
that the traditional signal processing blocks in OFDM in terms of channel estimation and
the constellation de-mapping module are denoted by two DL networks, respectively. With
an efficient learning and performance optimization, the channel characteristics and symbol
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de-mapping relationship can be learned from the training data, and the proposed DL-NPE
can reconstruct the original bit streams directly and accurately. The main contribution of
this work can be summarized as follows:

It considers both the memory nonlinearity of the LED and the multipath optical
channel during the training stage. Besides the line-of-sight (LOS) optical link, the non-LOS
(NLOS) links are also simultaneously learned by the proposed scheme in the training stage.
This is the main difference compared with the work in [29,30].

(1) The overall network architecture is constructed by imitating the existing communi-
cation signal processing algorithm rather than treated as a black box without any
expert knowledge. In addition, the initialization input of the network also contains
the traditional solution instead of random numbers.

(2) The refining layer with the simple Signum function is applied to the network output,
which can refine the coarse bit stream and can improve the detection accuracy of
the network.

(3) The proposed scheme can still provide an excellent equalization performance even
under cyclic prefix (CP) removal, which outperforms the traditional equalizers and
demonstrates its powerful self-study and robustness ability of the DL approach.

In addition, compared with [31], this work has been significantly improved and the
system performance is further evaluated. The simulation results show that the overall
channel impairment is relieved and that the BER performance is improved by the proposed
scheme effectively.

The remainder of this paper is organized as follows. In Section 2, an overview of the
system model is given and the channel impairments of IM/DD channel are introduced.
Section 3 presents the architecture of the proposed DL-NPE. Then, Section 4 demonstrates
the simulation results and discussions. Finally, the conclusions are reported in Section 5.

Notations: Matrices and column vectors are denoted by upper and lower boldface
letters (e.g., X and x), respectively. x(n) denotes the (n + 1)th element of x. The set of
real numbers is denoted by R. In addition, E(·), ∗, (x)T , |x|, ‖x‖p, and x̂ are employed to
represent expectation, the convolution operation, the transpose, the absolute operators,
the lp norm, and the corresponding estimation, respectively. Let N

(
µ, σ2) be the Gaussian

distribution with mean µ and variance σ2.

2. System Model
2.1. OFDM-Based VLC System

The basic block diagram of the DCO-OFDM system, including the channel estimation,
equalization, and symbol de-mapping module, is shown in Figure 1. Assume that an
OFDM symbol has N sub-carriers. First, the bit stream t is modulated on the frequency
domain symbol vector X = [X(0), X(1), · · · , X(N − 1)]T based on an M-ary quadrature
amplitude modulation (M-QAM) constellation, where X(0) = 0 is the DC component.
Then, Hermitian symmetry is imposed on X to form new symbols as follows:

C = [X(0), X(1), · · · , X(N − 1), 0, X∗(N − 1), · · · , X∗(1)]T . (1)

Subsequently, the time domain signal x is produced by 2N-point inverse discrete
Fourier transform, defined as follows:

x(n) =
1√
2N

2N−1

∑
k=0

C(n)e
j2πnk

2N , n = 0, 1, · · · , 2N − 1. (2)
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Figure 1. Block diagram of the DCO-OFDM system with an IM/DD channel.

In addition, a certain length of CP is inserted at the beginning of x(n) so as to combat
the inter symbol interference (ISI). The PAPR of x is defined as follows:

Υd =
max

0≤n≤2N−1

{
|x(n)|2

}
E
{
|x(n)|2

} =
max

0≤n≤2N−1

{
|x(n)|2

}
σ2

x
. (3)

To modulate the power intensity of the LED (Cree® CR6-800L), the DC bias IDC is
added to the bipolar OFDM signal and thus shifts the negative signal to positive values.
The IM/DD structure is always used to deploy the signal propagation in VLC, where the
amplitude of the electrical signal is used to modulate the information and then converted
into optical signals. After a free-space propagation, the photodetector (PD) captures the
optical intensity and converts them into electrical signals y(n).

2.2. Inherent Impairment of an IM/DD Channel

In VLC system, the channel impairments are mainly introduced by the electrical-to-
optical (E/O) conversion of the LED and the multipath propagation of optical link. The LED
suffers from strong nonlinearity as it is driven by OFDM with high PAPR. Additionally,
due to multiple reflections in the indoor environment, the dispersive channel leads to
complicated ISI. In addition, the memory nonlinearity is more significant as the bandwidth
of the driving signal is increased.

The Wiener model, which consists of a linear filter block and a memoryless nonlinear
block, can be employed to model the LED nonlinear behavior. The first block is used to
describe the memory effect of LED, which can be expressed by a low-pass finite impulse
response (FIR) filter, shown as follows:

hLED(n) = exp(−2πn f0), (4)

where f0 is the 3 dB cut-off frequency of LED. The second nonlinear block is used to model
the memoryless or static nonlinearity of LED, which can be represented by a polynomial
function, expressed as follows:

fLED(x(n)) =
P

∑
p=0

apxp(n), (5)

where ap and P are the coefficient and nonlinear order of fLED(x(n)). It should be noted
that ap and P can be obtained by fitting with the actual measurement data of a commercially



Photonics 2021, 8, 453 5 of 16

available LED [39]. For simplicity, P = 3 is employed in this paper and ap can be calculated
as follows:

ap = [−0.0003,2.0565,− 1.0886,0.2855]. (6)

The multipath propagation effect in the VLC channel can be illustrated by the channel
impulse response (CIR), which is usually adopted in the literature [16,39]. The correspond-
ing CIR of VLC channel can be expressed by the following:

hv(n) =
Nr

∑
i=1

Piδ(n− τi), (7)

where Pi and τi are the optical power and propagation time of the i-th ray, respectively, and
Nr is the number of received rays at the PD. The parameters in (7) can be obtained using a
ray-tracing-based approach [39]. Note that the time-dispersive properties of the optical
link can be evaluated by the corresponding root mean square (RMS) delay spread of hv(n).
Moreover, the PD can be modeled by the Dirac channel due to the linear transformation.
Let RPD denotes the responsivity, and the CIR of PD is given by the following:

hPD(n) = RPDδ(n). (8)

The dominant ambient noise can be modeled as additive white Gaussian noise
(AWGN) and follows N

(
0, σ2

ε

)
. Finally, the outputs of IM/DD channel can be calculated

as follows:
y(n) = RPD fLED[(x(n) + IDC) ∗ hLED(n)] ∗ hv(n) + ε(n). (9)

However, the channel distortion involved in y(n) affects the demodulation quality.
Therefore, the overall channel distortion should be well mitigated so as to recover the
original information correctly. It is worth noting that the phase characteristics are not
considered because only the real-valued intensity waveform is employed in IM/DD to
carry useful information.

In order to intuitively illustrate the influence of channel impairment on the received
signal in (9), the amplitude-to-amplitude (AM/AM) performance is evaluated and depicted
in Figure 2 by comparing the original received and the ideal equalized signal over the
IM/DD channel. The details of the two type of signals can be found in the following
Section 4. We know that the ideal equalized signal is always expected to be the same as the
original transmitted. It can be clearly seen from the figure that the received signal exhibits
strong nonlinearity since its amplitude is distorted and divergent severely. Therefore,
the overall channel impairment of the cascade of hLED(n), fLED(x), and hv(n) should be
simultaneously compensated in order to achieve the high-speed data transmission.
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3. The Proposed Scheme

In this section, the structure of the proposed scheme is first analyzed. Then, the
training specification is presented. Finally, the computational complexity of the network is
approximately estimated. In the following analysis, we assume that the system synchro-
nization has been already achieved at the receiver.

3.1. System Architecture

The diagram of the proposed DL-NPE for OFDM-based VLC system is shown in
Figure 3. Compared with the conventional OFDM receiver in Figure 1, the DL-NPE
replaces the traditional module, i.e., channel estimation and the constellation de-mapping,
and employs two subnets, i.e., S1 and S2, for channel impairment compensation and
symbol detection, respectively. Note that the network S1 is composed by the cascaded
sub-layer block including dense layer and activation function. As for S2, it is made up by
a cascaded sub-layer block containing dense layer, a normalization layer, and an activation
function. In addition, different amounts of neurons can be used in different dense layers for
both S1 and S2. Furthermore, the proposed scheme incorporates the traditional solution
of the channel estimation and symbol detection algorithm into the system architecture.
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After CP removal, FFT calculation, and symmetric data removal, the time domain
receiving y is transformed into the frequency domain Y. Since Y is the complex symbol
and cannot be directly used for the NN input, the real and imaginary parts of Y should

be split first and reformatted in a new symbol
¯
Y ∈ RM, whereM = 2(N − 1). In order to

improve the convergence rate and the generalization ability of the DL-NPE, the min–max

normalization is utilized to pretreat the
¯
Y, shown as follows:

¯
Y =

¯
Y−min

(¯
Y
)

max
(¯

Y
)
−min

(¯
Y
) . (10)

During the training phase, the pilots are deployed in the first OFDM block within
one frame of training set, and the remaining are used for the transmitted data. Based on
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this mapping, the distorted pilots Yp and useful data Yd can be easily extracted from
¯
Y.

Instead of using a DNN to estimate the original data straightforwardly [29], the Yp and Xp
are first fed into the S1 network for noise reduction and roughly estimating the channel
state information. Assume that S1 employs L1 layers in FC-DNN. As for the first dense
layer, let DS1

1 denote the number of neurons and tS1
1 ∈ RM be the layer input. Then, the

corresponding output can be expressed as follows:

hS1
1 = WS1

1 tS1
1 + bS1

1 , (11)

where WS1
1 ∈ RDS1

1 ×M and bS1
1 ∈ RDS1

1 are the weight matrix and bias vector, respectively.
Then, hS1

1 is fed into the activation function to improve the expression ability of S1 to
the true CIR. Note that the Relu function ρRL(·) is employed as the activation function for
most layers. However, beyond that, the linear activation function is deployed in the last
layer due to the main goal of S1 being to learn the true CIR from the pilot symbols. In
addition, the neuron number of the last layer should be set asM so that the dimension
of final output of S1 can keep consistent with that of the pilot. After an efficient learning,
the estimated CIR ĥ can be obtained at the output of S1. Then, the data symbol can be
roughly compensated within the compensation module using the traditional least-square
(LS) solution, shown as follows:

¯
X = ĥ

−1
Yd. (12)

After that, we feed
¯
X ∈ RM into S2 for further refining the results of (12) while

recovering the original symbols. Assume that S2 employs FC-DNN and contains L2 layers.
As for the first layer of S2, let DS2

1 denote the number of neurons, tS2
1 ∈ RM is the

layer input, and WS2
1 ∈ RDS2

1 ×M and bS2
1 ∈ RDS2

1 are the weight matrix and bias vector,
respectively. Then, the corresponding output hS2

1 can be similarly calculated using (11) and
then passed through the normalization layer to keep the same distribution for the input of
each sub-layer block. For simplicity, the Batch normalization is adopted and the outputs
can be expressed as follows

(
hS2

1

)
BN

= αS2
1

hS2
1 −E

{
hS2

1

}
√

σ2
hS2

1
+ ε

+ βS2
1 , (13)

where (·)BN denotes the Batch normalization function, and αS2
1 and βS2

1 are the scaling and
shift factors, respectively. In order to prevent the denominator from being zero, a constant
ε approaching zero is always added in the denominator term. Then, the

(
hS2

1

)
BN

is fed

into ρRL(·) to make the data features nonlinear. However, the logistic Sigmoid function
ρsig(·) is employed as the activation function for the last dense layer. The reason is that the
main goal of S2 is to recover the original binary data; nevertheless, the logistic Sigmoid
activation functions is very convenient for mapping the input values to the [0, 1] range.
Finally, the output of the last dense layer can be expressed by the following:

t̂ = ρsig

{(
WS2
L2tS2
L2 + bS2

L2

)
BN

}
, (14)

where t̂ ∈ RP is the bit vector, P = (N − 1) log2(Q), and Q denotes the modulation level.
However, the output of the Sigmoid fluctuates in a certain range due to the influence of
noise. In order to refine the coarse output, t̂ is sent into the refine layer to further improve
the demodulation performance of original data. The refined bit stream t̂0 can be obtained
as follows:

t̂0 =
sgn
(

t̂− 1
2

)
+
∣∣∣sgn

(
t̂− 1

2

)∣∣∣
2

, (15)
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where sgn(·) is the Signum function. Finally, the overall channel impairment can be
mitigated and the original information can be recovered to the binary stream directly
using the proposed S1 and S2. As aforementioned, the proposed scheme combines the
conventional signal processing algorithm and the DL approach together, which can achieve
a relatively robust recovery performance under various scenarios.

3.2. Training Specification

Based on the IM/DD channel, the training set is obtained using a simulation under
different system configurations in terms of training SNR, the CP usage, and the clipping
effect. In each training epochs, 100 DCO-OFDM symbols are random generated and one of
them is chosen to carry the pilots. After channel propagation, the received symbol and the
original transmitted data are formed as the training set. In order to accelerate the network
convergence rate, we should collect the diverse and abundant training set as much as
possible, which are beneficial to the parameters learning. Note that the DC gain is removed
from the training set so that we can evaluate the BER performance of the proposed scheme
more fairly [31]. The full channel effect, which include the LED nonlinearity, multipath
propagation of optical model, and the channel noise, is involved in the training procedure.

In the training phase, the proposed scheme is trained to optimize the equalization
and demodulation performance by tuning the weights Θ =

{
WS1, bS1, WS2, bS2

}
so that

the reconstructed t̂0 is closer to the original t. Therefore, we employ the mean squared
error (MSE) between the original t and the estimated t̂0 as the training loss function,
demonstrated by the following:

loss = ‖t− t̂0‖2
2. (16)

The goal is to learn the optimized Θ̂, which minimizes the objective MSE during each
training epochs, shown as follows:

Θ̂ = argmin
Θ

(
‖t− t̂0‖2

2

)
(17)

Considering the computational efficiency and stability, the adaptive moment estima-
tion (Adam) is used as the optimizer. Furthermore, the TensorFlow is adopted since it can
easy implement and train the complex DL model on fast concurrent graphics processing
unit (GPU) architectures. We train the DL model on a work station running with a GPU of
NVIDIA GeForce 2080Ti driven by CUDA 10.0. As for the testing phase, each batch contain
100 DCO-OFDM symbols and 8000 batches are totally employed for each SNR values. Note
that, the testing data should be set different from the training ones.

3.3. Complexity Analysis

With regard to the complexity of the proposed scheme, the S1 and S2 are dom-
inant in the receiver. However, the computational complexity of the training stage is
really hard to evaluate. We know that the DL network is always trained in offline ways.
However, as long as the model is well-trained, it can be deployed with the optimized
Θ̂ and the forward propagation is employed for signal calculation. Thus, only some ad-
ditions and multipliers are needed in the testing stage. For simplicity, only the forward
propagation is considered when quantifying the computational complexity. Considering
that all of the hidden layers employ D neurons, the complexity of S1 can be approxi-
mately expressed by O

(
MD + (L1− 2)D2). Similarly, the complexity of S2 is denoted as

O
(
PD + (L2− 2)D2).

4. Simulation Results

To show the feasibility of the proposed scheme in joint channel estimation and sym-
bol detection, several simulations of the proposed scheme over the IM/DD channel are
conducted under different training conditions to investigate the corresponding conver-
gence and BER performance. For simplicity, the DCO-OFDM symbol containing total
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128 subcarriers are employed, where the QPSK with Q = 4 are used as the modulation
method. The CP with the ratio of 1/64 is adopted for mitigating ISI. In addition, we choose
DC = 0.4 and f0 = 20 MHz for a LED model in (4). For an empty room scenario, the
indoor VLC channel following the model in [39] is used for training.

As can be seen from the above analysis, the S1 network contains one hidden layer and
the dimension of the input tensor isM, which is the combination of the real and imaginary
parts for one DCO-OFDM symbol. As for the initialization, the input of S1 can be set as the
results of the traditional LS solution with the help of the arranged pilots, which improve
the training speed to some extent. The S2 network involves four layers with the neuron
numbers ofM, 256, 256, and P . At the end, the refine layer with the PSignum function is
connected to further refine the data. It should be noted that the number of neurons in the
input and output layers is determined by the subcarriers N and that of the output layer
also depends on the modulation level Q. However, the number of neurons in the hidden
layers is chosen based on an empirical trial. In the early training stages, the learning rate is
fixed to a big value of 0.01 and then gradually decreased in the later training stage. The
training specification and parameters of S1 and S2 are shown in Table 1.

Table 1. Parameters and training of the proposed DL-NPE.

Parameters Values

Dimensions for S1

Input M
Dense (ReLU) 256

Dense (Linear) M
Dimensions for S2

Input M
Dense (ReLU) 256

Dense (ReLU) 256

Dense (Sigmod) P
Refine signum function

Training and Testing

Optimizer Adam

Learning Rate 0.0001~0.01

4.1. The Convergence Performance

Choosing the appropriate training sets is very important in a DL training proce-
dure since the channel noise within the training samples affects the learning ability and
generalization ability of a customized DL model. Therefore, the favorable SNR of the
training set should be investigated first; thus, both the S1 and S2 are trained under various
training SNR λ.

The training cost of the proposed scheme under the LOS link training is demonstrated
in Figure 4, where the λ varies from 5 to 30 dB. In general, all of the five curves tend to be
stable gradually as the training epoch increases. The final loss of the proposed scheme for
λ = 5 dB remains around 0.005, which induces the barely satisfactory channel of learning
and symbol detection. Moreover, we can find that the curve for λ= 30 dB has a similar
final loss result with that of λ = 5 dB. The main reason is that the samples with high SNR
reduce the learning ability of the DL model to channel noise. However, the final loss results
for λ= 15, 20, and 25 dB are about 1.79× 10−4, indicating excellent network training since
it can meet the requirements of the symbol detection in QAM constellation. In addition, it
can be also seen from the figure that the proposed scheme with a large λ converges faster
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than the one for a small λ, e.g., the curve with λ = 5 dB takes about 32,000 epochs to
achieve convergence, whereas that for λ = 25 dB undergoes only 14,350 epochs.
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The corresponding loss performance under the NLOS links for training are depicted
in Figure 5. Similar conclusions can also be drawn to that of the LOS case. Although the
corresponding convergence rate is slightly degraded compared with the one for the LOS
case, it still can achieve the final stable state. However, the loss curve for λ = 5 dB has an
apparent fluctuation when it undergoes 35,000 epochs. Generally, the training SNR, which
can affect the convergence performance of the proposed scheme to a certain extent, is not
as big. Therefore, the size of the required training overheads could be reduced significantly
and the learning ability of the proposed scheme can be improved by selecting proper
training sets.
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4.2. The BER Performance

The BER performance of the proposed scheme based on different training SNRs
are investigated in this section under the LOS and NLOS conditions, respectively. For
simplicity, only the special optical links in terms of one LOS and three NLOS links are
adopted in the testing stage to evaluate the system performance. For convenience, the
three NLOS links with the root mean square (RMS) delaying the spread by 7.92, 8.2, and
8.9 ns are marked as U1,5,U1,1, and U2,1, respectively. In addition, the BER of the original
received signal and the ideal equalized signal are also depicted here for the convenience of
comparison. Note that the original case does not have any equalization, and the ideal case
has the CSI perfectly known to a receiver that employs a zero-forcing (ZF) equalizer.

Figure 6 shows the BER performance comparison of the proposed DL-NPE over a
LOS link with different λ. In general, we can observe from the figure that all of the BER
curves have obvious performance improvements compared with the original case and
can achieve an acceptable target BER of less than 1× 10−3. Nevertheless, the proposed
scheme for λ = 5 and 30 dB can achieve similar BERs because they both converge to a
similar loss in the training procedure. In addition, the BER curves of these two curves
seem to be saturated when the testing SNR is above 20 dB. However, they still have the
ability to reduce the BER with increasing testing SNR since the corresponding value is
lower than 5.2× 10−4. Comparatively speaking, the proposed scheme for λ = 15 dB can
provide the best BER performance, and the required power can be reduced by at least 2 dB
compared with that of λ = 20 and 25 dB for the same BER level. If the DL-NPE was trained
with a small noise level, the model only learns the small decision region near the original
symbol location in the constellation plane, which is unfavorable for the learning of signal
demapping. Note that the BER performance reaches the performance floor at high SNR
levels, and the main reason is that the DL-NPE configured with this parameter reached
their maximum performance capacity; thus, there is still residual nonlinear noise in the
equalized signal. Although the BER curve for λ = 15 dB is not exactly the same as the ideal
case, the power gap is small, e.g., 1.9 dB for a BER of 1× 10−4, which indicates that the
overall channel nonlinearity can be compensated efficiently to a certain degree because the
CSI of the IM/DD channel can be approximately learned by the DL approach from the
training data.
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Figure 7 demonstrates the corresponding BERs for different λ under the NLOS case
U1,5. As seen from the figure, the proposed scheme can still provide acceptable equaliza-
tion as λ varied from 15 to 30 dB. Note the fact that the performance of the scheme with
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λ = 30 dB is improved compared with the results in Figure 6, whereas the others are de-
graded to a slight degree. This special phenomenon can be explained by the corresponding
training loss shown in Figure 5. Moreover, as for a BER of 1× 10−4, the proposed scheme
with λ = 15 dB can save the required power by 1.3 dB and 3.5 dB compared with that
of λ = 20 and 25 dB, respectively. In addition, the well-trained model for λ = 15 dB is
also evaluated under the NLOS U1,1 and U2,1, and the corresponding results are shown in
Figure 8. Clearly seen from the figure, the BER performance of these three cases are very
similar for low SNRs and only have a slight difference at high SNRs, which indicates that
the proposed scheme has robust equalization performance.
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Figure 7. BER performance comparison of the proposed scheme under the NLOS U1,5.
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Figure 8. BER performance comparison of the proposed scheme under different NLOS cases.

Combing the convergence performance shown in Figures 4 and 5, although the pro-
posed model trained at λ = 25 dB has relative fast convergence speed, it achieves a
suboptimal BER compared with that of λ = 15 and 20 dB. This just shows the fact that
the proposed scheme does not necessarily have robust generalization ability even if it has



Photonics 2021, 8, 453 13 of 16

an excellent learning ability. This shows that we cannot select the learned DL model just
only based on their learning ability. The optimal learned model should be the optimal
trade-offs between the learning and the generalization ability. Under the consideration of
convergence speed and training quality, the trained model with λ = 15 dB is employed in
the following.

4.3. Impact of CP

The CP used in OFDM systems can mitigate the ISI caused by optical multipath
channels, but it degrades transmission efficiency and costs time and energy. As in the
conditions of with-CP and CP-removal DCO-OFDM, the BER of the proposed scheme over
LOS and NLOS U1,5 are compared in Figure 9. In addition, as for the CP-removal NLOS
case, the other four competitive approaches, in terms of the traditional ZF equalization
with 32 comb-pilots, the Volterra equalizer based on recursive prediction error method
(RPEM), the basic DNN with one hidden layer, and the AE based on two DNN, are also
implemented for convenient analysis and comparison.
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Figure 9. BER performance of the proposed scheme with/without CP.

As for the other four competitive approaches, they suffer serious ISI from the diffuse
optical channel in the case of CP removal, leading to severe BER performance degradation.
However, for the LOS channel, the BER of the proposed scheme with CP is almost the same
as the one without CP. As for NLOS U1,5, the BER is slightly decreased when the CP is
omitted, but they still have high similarity. In general, compared with the traditional ZF
and the Volterra equalizer, the proposed scheme can work well in resolving ISI even under
the CP removal condition from the BER investigation of LOS and NLOS. Furthermore, it can
still provide an excellent equalization performance, which indicates that the characteristics
of IM/DD channel have been learned in the training stage by the proposed scheme. This
mainly benefits from the fact that the DNN has a powerful self-study ability. Moreover, we
can also infer that the selected model has good adaptability and generalization ability when
the conditions of online deployment do not exactly agree with that of the training stage.

4.4. Impact of Clipping

As aforementioned in the previous section, the high PAPR of DCO-OFDM leads more
LED nonlinearity, thus drastically deteriorating the overall system performance. Clipping
is favorable in LED non-linearity mitigation, which is an easy and simple approach and
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can be directly employed in time-domain DCO-OFDM signal. Nonetheless, the noise is
accompanied by deep clipping, which deteriorates the BER performance and corrupts the
signal spectrum. Figure 10 depicts the BER curves of the proposed scheme over LOS and
NLOS U1,5 when the clipping with CR = 8 dB is applied. When the tested SNR is greater
than 10 dB, the advantage brought by clipping is dominant in the system compared with the
disadvantage brought by the accompanied clipping noise because an appropriate clipping
can relieve the nonlinear distortion caused by the LED. Therefore, the proposed scheme
is more robust to the nonlinear clipping noise. The reason for the superior performance
is that the clipping procedure is similar to the upper saturation effect of LEDs so that the
characteristics of the nonlinear clipping can be also learned in the training stage, which
suggests the robustness of the proposed scheme against nonlinear clipping distortions
while the system could enjoy the benefits of clipping.
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In summary, we can conclude that the proposed DL-NPE is beneficial to the channel
impairment compensation and can achieve excellent BER performance improvement from
the above simulations and discussions.

5. Conclusions

We demonstrate the architecture of the proposed model-driven DL-NPE for joint
channel estimation and symbol detection in a VLC system. The simulation results show
that the overall channel impairment of the IM/DD channel can be effectively compensate
and the distorted symbols are demodulated to the bit stream efficiently, which show the
unique benefits of the proposed scheme in feature learning of channel characteristics and
the constellation de-mapping relationship. Moreover, it can still work effectively as the VLC
system is complicated by serious distortions and interference, which proves the robustness
and generalization ability of the proposed scheme. Nonetheless, it is quite important
to collect the accurate and effective training data as much as possible and to select the
appropriate well-trained DL-NPE from the perspective of balancing the learning and
generalization abilities since the online deployment in practical scenario may be different
from that in the training stage. In addition, the training accuracy also depends on the
weight initialization of the network. A more rigorous analysis to optimize the proposed
model for better performance is left for future work.
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