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#### Abstract

Straightness error compensation is a critical process for high-accuracy topography measurement. In this paper, a straightness measurement system was presented based on the principle of fringe interferometry. This system consisted of a moving optical flat and a stationary prism placed close to each other. With a properly aligned incident light beam, the air wedge between the optical flat and the prism would generate the interferogram, which was captured by a digital camera. When the optical flat was moving with the motion stage, the variation in air wedge thickness due to the imperfect straightness of the guideway would lead to a phase shift of the interferogram. The phase shift could be calculated, and the air wedge thickness could be measured accordingly using the image processing algorithm developed in-house. This air wedge thickness was directly correlated with the straightness of the motion stage. A commercial confocal sensor was employed as the reference system. Experimental results showed that the repeatability of the proposed film interferometer represented by $\sigma$ was within 25 nm . The measurement deviation between the film interferometer and the reference confocal sensor was within $\pm 0.1 \mu \mathrm{~m}$. Compared with other interferometric straightness measurement technologies, the presented methodology was featured by a simplified design and good environment robustness. The presented system could potentially be able to measure straightness in both linear and angular values, and the main focus was to analyze its linear value measurement capability.
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## 1. Introduction

Precision positioning is a key technological enabler for the advanced manufacturing [1-4] and instrumentation industry [5]. For a precision positioning system, straightness is a very important parameter to assess performance [6]. Especially in the area of topography measurement, the straightness error of the positioners will significantly affect the measurement accuracy $[7,8]$. How to quantify and compensate the straightness error has become an important research topic in this area [9,10]. In practice, the straightness error can be expressed through linear values (in microns or nanometers) or angular values (in arcseconds or microradians) [11-14]. Different approaches have been published to quantify the straightness in either way.

There are three types of straightness measurement principles: mechanical-datumbased (Type 1) [15,16], collimated-light-based (Type 2) [17,18], and interferometry-based (Type 3) [19-21].

Type 1 is a traditional methodology for measuring linear values in which a displacement probe is usually used to trace the off-axis offsets of a reference line or plane. In Ref. [15], a taut nylon fishing wire was the known reference, and the wire offset was
detected by a slotted optical sensor. In Ref. [16], a focused beam formed the displacement probe to trace the reference plane of a reflective wafer surface. The accuracy of this methodology relied on the accuracy of the probe and the quality of the reference line or plane.

Represented by autocollimators, Type 2 is a popular way of quantifying motion errors (mostly angular values) of machine tools and other long-travel systems based on the autocollimation principle and reflection principle. In Ref. [17], a miniature three-degree-offreedom laser measurement system, including a miniature autocollimator kit, was proposed to measure the straightness of a precision positioning stage. In Ref. [18], a three-axis angular motion error simultaneous detection system composed of two autocollimation units was presented. In this type of system, positioning sensitive detectors (PSDs) were normally used to detect the spot movements, which were correlated with the straightness of the motion stages. Therefore, the accuracy of this methodology was limited by the resolution of the position sensors.

Type 3 based on optical interferometry is suitable for high accuracy measurements. The straightness errors can be obtained from the change in optical path difference. In Ref. [19], a straightness measurement system based on a 2D encoder was proposed. The $\pm 1$ st order diffracted beams formed the interferogram to measure the displacement correlated with straightness. In Ref. [20], a multi-probe measurement system was equipped with a micro-coordinate measuring machine, in which two laser interferometers were used to separate the angular motion error. In Ref. [21], a six-degree-of-freedom laser straightness interferometer system was proposed to obtain the angular errors when the stage was moving.

Although Type 3 is a high-accuracy solution, it is quite sensitive to environmental factors such as temperature variation and airflow in most applications. It may require a strict assembly process of the optics [22], additional preprocessing circuits [23,24], and customized signal processing algorithms [25]. These disadvantages limit its applications, especially when an in-situ measurement is required. An interferometric solution with high robustness, therefore, became one of the motivations of the presented work.

Another motivation of the presented work was to develop an interferometric system, which was able to quantify and compensate the motion error from the bottom of the 3D surface topography measurement instrument [26]. Traditional laser interferometric systems, based on the Michelson principle, are usually used for measuring one-dimensional angular motion errors (yaw or pitch) during the movement of the stage [27,28], as shown in Figure 1a. In order to measure multi-degree-of-freedom motion errors at the same time, more than one interferometric module is required. Furthermore, yaw has no effect on the height measurement, so it is less critical in topography measurement. The film interferometer, presented in this paper, is capable of measuring straightness errors in the vertical direction and angular values (yaw and roll) simultaneously, which directly affect the height measurement, as shown in Figure 1b. If a traditional Michelson interferometer was built to meet this requirement, a flawless reflective mirror would be needed to cover the entire measurement area. Such large mirrors with perfect flatness and surface quality are not practically available. In the presented work, optical flats, with very affordable flatness references, were used to generate the interferogram. Further, image processing based on areal sampling was able to effectively minimize the impact of surface imperfections.


Figure 1. Comparison between the traditional laser interferometer and the film interferometer: (a) degree of freedom measured by the traditional laser interferometer; (b) degree of freedom measured by the film interferometer.

In summary, the motivation of this study was to develop a straightness measurement system, which was not only able to verify a motion system but also to improve the accuracy for topography measurement with reasonable cost and respectable robustness. Being applied in an in-house-developed topography measurement system, the proposed methodology was proven by significantly improving the measurement accuracy [26]. In this paper, details on the optical scheme, image quality, implementation method, error factors, and system robustness were disclosed.

## 2. Principle of Film Interference Module

In order to provide detailed information on the development work, the principle, calibration process, and data analysis were discussed based on a standalone experimental setup, as shown in Figure 2.

The experimental system mainly included an optical flat and a right-angle prism. The optical flat was a datum mounted on a precision linear stage under test and formed an air wedge with a stationary right-angle prism. The angle of the air wedge was very small, usually within $100^{\prime \prime}$. With a proper incident direction, the light source was split into two beams and reflected with the same propagation path approximately, and a film interferogram could be observed on the screen. During the movement of the optical flat, the interferogram would show a phase shift according to the thickness variation of the air wedge, which was directly related to the straightness error of the linear stage. Therefore, the straightness error could be measured based on the phase shift of the interferogram.


Figure 2. Schematic drawing of the film interference module.
As shown in Figure 2, the optical path difference between the two interfering light beams can be expressed as:

$$
\begin{equation*}
\mathrm{d}=\mathrm{n}_{1}(\mathrm{AB}+\mathrm{BC}+\mathrm{HI})-\mathrm{n}_{2}(\mathrm{AE}+\mathrm{FG}) \tag{1}
\end{equation*}
$$

where $n_{1}$ and $n_{2}$ are the refractive indexes of the air and optical glass, respectively. Since the angle and thickness of the air wedge were very small, AB was approximately equal to BC :

$$
\begin{equation*}
\mathrm{AB}=\mathrm{BC} \tag{2}
\end{equation*}
$$

So Equation (1) can be modified as:

$$
\begin{equation*}
\mathrm{d}=\left(2 \mathrm{n}_{1} \mathrm{AB}-\mathrm{n}_{2} \mathrm{AE}\right)+\left(\mathrm{n}_{1} \mathrm{HI}-\mathrm{n}_{2} \mathrm{FG}\right) \tag{3}
\end{equation*}
$$

Set $\mathrm{GH}=\mathrm{a}, \mathrm{HI}$ and FG can be obtained through geometric relationships:

$$
\begin{align*}
& \mathrm{HI}=\operatorname{asin} \theta_{1}  \tag{4}\\
& \mathrm{FG}=\mathrm{a} \sin \theta_{2} \tag{5}
\end{align*}
$$

Based on the Snell's laws [29]:

$$
\begin{align*}
& \mathrm{n}_{1} \sin \theta_{1}=\mathrm{n}_{2} \sin \theta_{2}  \tag{6}\\
& \mathrm{n}_{2} \sin \theta_{3}=\mathrm{n}_{1} \sin \theta_{4} \tag{7}
\end{align*}
$$

The right half of Equation (3) can be calculated:

$$
\begin{equation*}
\mathrm{n}_{1} \mathrm{HI}-\mathrm{n}_{2} \mathrm{FG}=\mathrm{n}_{1} \mathrm{a} \sin \theta_{1}-\mathrm{n}_{2} \mathrm{a} \sin \theta_{2}=\mathrm{n}_{1} \mathrm{a} \sin \theta_{1}-\mathrm{n}_{1} \mathrm{a} \sin \theta_{1}=0 \tag{8}
\end{equation*}
$$

The distance between the two interference surfaces was set as $B D=h$, so the optical path difference $d$ can be expressed as:

$$
\begin{equation*}
d=2 n_{1} A B-n_{2} A E,=\frac{2 n_{1} h}{\cos \theta_{4}}-2 n_{2} A D \sin \theta_{3},=\frac{2 n_{1} h}{\cos \theta_{4}}-2 n_{2} h \tan \theta_{4} \sin \theta_{3},=2 h\left(\frac{n_{1}}{\cos \theta_{4}}-\frac{n_{2} \sin \theta_{3} \sin \theta_{4}}{\cos \theta_{4}}\right) \tag{9}
\end{equation*}
$$

According to Equation (7), Equation (9) can be further simplified:

$$
\begin{equation*}
d=2 h n_{1}\left(\frac{1}{\cos \theta_{4}}-\frac{\sin ^{2} \theta_{4}}{\cos \theta_{4}}\right)=2 h n_{1} \cos \theta_{4} \tag{10}
\end{equation*}
$$

Equation (10) is the classic optical path difference formula for the parallel air wedge. Substituting Equations (6) and (7) into Equation (10), which can be modified as:

$$
\begin{align*}
\mathrm{d} & =2 \mathrm{~h} n_{1} \cos \theta_{4} \\
& =2 h \sqrt{n_{1}^{2}-n_{2}^{2} \sin ^{2} \theta_{3}}, \\
& =2 h \sqrt{n_{1}^{2}-n_{2}^{2} \sin ^{2}\left(\frac{\pi}{4}-\theta_{2}\right)},  \tag{11}\\
& =h \sqrt{4 n_{1}^{2}-2 n_{2}^{2}+4 n_{1} n_{2} \sin \theta_{1} \cos \theta_{2}}, \\
& =h \sqrt{4 n_{1}^{2}-2 n_{2}^{2}+4 n_{1} n_{2} \sin \theta_{1} \sqrt{1-\frac{n_{1}^{2}}{n_{2}^{2}} \sin ^{2} \theta_{1}}} .
\end{align*}
$$

Since the refractive indexes of the optical flat and the right-angle prism were the same in the system, the half-wave rectification caused by reflection must be considered:

$$
\begin{equation*}
d=\frac{\lambda}{2}+h \sqrt{4 n_{1}^{2}-2 n_{2}^{2}+4 n_{1} n_{2} \sin \theta_{1} \sqrt{1-\frac{n_{1}^{2}}{n_{2}^{2}} \sin ^{2} \theta_{1}}} \tag{12}
\end{equation*}
$$

The relationship between the change in the optical path difference $\Delta \mathrm{d}$ and the change in distance $\Delta \mathrm{h}$ (straightness error) can be expressed as:

$$
\begin{equation*}
\Delta d=\sqrt{4 n_{1}^{2}-2 n_{2}^{2}+4 n_{1} n_{2} \sin \theta_{1} \sqrt{1-\frac{n_{1}^{2}}{n_{2}^{2}} \sin ^{2} \theta_{1}}} \times \Delta h \tag{13}
\end{equation*}
$$

When the phase shift of the interferogram $\Delta \varphi$ was equal to $2 \pi$ (one wave cycle), the optical path difference would be changed by one wavelength. Hence, the phase shift $\Delta \varphi$ was linearly correlated with the optical path $\Delta \mathrm{d}$ :

$$
\begin{equation*}
\Delta \varphi=\Delta \mathrm{d} \times \frac{2 \pi}{\lambda}=\frac{2 \pi}{\lambda} \times \sqrt{4 n_{1}^{2}-2 n_{2}^{2}+4 n_{1} n_{2} \sin \theta_{1} \sqrt{1-\frac{n_{1}^{2}}{n_{2}^{2}} \sin ^{2} \theta_{1}}} \times \Delta h \tag{14}
\end{equation*}
$$

The conditional parameters, including wavelength $\lambda$, the refractive indexes $n_{1}$ and $n_{2}$, and the incident angle $\theta_{1}$ were independent with the phase shift $\Delta \varphi$. Hence, the item before $\Delta \mathrm{h}$ can be substituted by a constant c :

$$
\begin{equation*}
c=\frac{2 \pi}{\lambda} \times \sqrt{4 n_{1}^{2}-2 n_{2}^{2}+4 n_{1} n_{2} \sin \theta_{1} \sqrt{1-\frac{n_{1}^{2}}{n_{2}^{2}} \sin ^{2} \theta_{1}}} \tag{15}
\end{equation*}
$$

And Equation (14) can be modified as:

$$
\begin{equation*}
\Delta \varphi=\mathrm{c} \times \Delta \mathrm{h} . \tag{16}
\end{equation*}
$$

Equation (16) shows that the magnitude and direction of the straightness error $\Delta \mathrm{h}$ can be calculated by dividing the phase shift $\Delta \varphi$ of the interferogram by the linear coefficient c .

## 3. Analysis of Angular Motion Error

Straightness error can be expressed either in linear values (in microns or nanometers) or angular values (in arcseconds or microradians). The present work was focused on linear values. According to the analysis in the above section, c is irrelevant with the angle of the air wedge affected by angular motion error. In order to verify the conclusion, a simulation-based on ZEMAX was conducted.

In general, the angular motion error of a precision linear stage can be well controlled within $60^{\prime \prime}$, so the setting of $\theta$ to be $20^{\prime \prime}, 50^{\prime \prime}$, and $80^{\prime \prime}$ was sufficient to simulate the impact of the angular motion error. As shown in Figure 3, the angular motion error affected the
spacing and orientation of the interferogram. Figure 4 shows that the relationship between the distance and phase shift remained consistent with a different set of angles. As shown in Table 1, the linear coefficient c was independent of the preset angle. Therefore, the angular motion error was a separate topic and did not affect the linear straightness measurement method proposed in this paper, at least within the operational range.


Figure 3. Angular motion error.


Figure 4. Simulation results of the phase shift at different angles.

Table 1. Calibration results of the linear coefficient c .

| Order | $\Delta \mathrm{h}(\mu \mathrm{m})$ | $\Delta \varphi$ (rad) | $\mathrm{c}(\mathrm{rad} / \mu \mathrm{m})$ |
| :---: | :---: | :---: | :---: |
| $\theta=20^{\prime \prime}$ | 10.00 | 89.01 | 8.901 |
|  | 30.00 | 267.04 | 8.901 |
|  | 50.00 | 445.07 | 8.901 |
| $\theta=50{ }^{\prime \prime}$ | 6.67 | 59.37 | 8.901 |
|  | 26.67 | 237.40 | 8.901 |
|  | 46.67 | 415.42 | 8.901 |
| $\theta=80^{\prime \prime}$ | 8.33 | 74.15 | 8.902 |
|  | 28.33 | 252.16 | 8.901 |
|  | 48.33 | 430.17 | 8.901 |

Therefore, it could be concluded that, although the angular motion error varied in the appearance of the interferogram, it did not affect the mathematical model.

## 4. Phase Calculation Based on Image Processing

The direct mathematical calculation of the phase shift $\Delta \varphi$ was challenging due to the imperfection of the interferogram. In this study, the phase shift $\Delta \varphi$ was determined by an image processing algorithm.

### 4.1. Analysis of the Cause of Fringe Distortion

Assuming the incident light was reflected only once by each optical surface, a twobeam interferogram would be generated. Figure 5a shows the ZEMAX simulation results of the two-beam scenario. The grayscale variation showed an ideal sinusoidal pattern. In this ideal scenario, the phase information could be easily obtained by methods such as the Fourier transform. However, in the actual experiments, the interferogram generated by the actual optics showed multi-beam patterns. The incident light was reflected more than once between the two optical surfaces. When the multi-beam reflection was set as the initial condition for the ZEMAX simulation, the interferogram showed a significant skewness, as shown in Figure 5b.


Figure 5. Interference phenomena: (a) two-beam interference simulation; (b) multi-beam interference simulation.

As discussed in the above paragraphs, the root cause of the waveform distortion was the multi-reflection that occurred in the air wedge, as illustrated in Figure 6.


Figure 6. Schematic diagram of the multi-beam interference.
The waveform distortion, due to multi-reflection, could be quantitatively expressed by the coefficient of finesse F [30]:

$$
\begin{equation*}
\mathrm{F}=\frac{4 \rho}{(1-\rho)^{2}} \tag{17}
\end{equation*}
$$

where $\rho$ is the interface reflectance. According to Equation (17), a higher value of $\rho$ will result in a higher value of $F$. With the finesse $F$ increasing, the stripes become finer, and their edges become sharper. This correlation was represented by wider bright stripes in the interferogram generated by the ZEMAX simulation, as shown in Figure 7. The actual image captured from the experimental system was consistent with the simulation and mathematical analysis, as shown in Figure 8.


Figure 7. Interferogram with different parameters.


Figure 8. Actual interferogram.

### 4.2. Edge Extraction and Phase Calculation

In this study, interferograms were captured continuously during the movement of the optical flat. The phase values were calculated in real-time. Due to the multi-beam interference, the fringes showed sharp edges. Therefore, edge detection technology was applied to identify the interference signal, as shown in Figure 9:


Figure 9. Edge extraction based on the image processing technique.
Step 1. Central area selection to minimize the optical distortion from the imaging system.

Step 2. Image enhancement to improve the image contrast.
Step 3. Hole filling to patch the holes induced by the binarization process.
Step 4. Opening operation to reduce the noise at the edges and separate edges of neighboring fringes.

Step 5. Edge extraction to store edge information in the format of pixel arrays.
The red dot in Figure 9 represents the location for straightness measurement. If the fringe edge is on the left side of the dot, the distance $L$ is a positive number; otherwise, it is negative. As shown in Figure 10, assuming that the phase of the first interferogram $\varphi_{1}$ is 0 , and the phase of the nth interferogram was $\varphi_{n}$, then the phase of the $(n+1)$ th interferogram $\varphi_{\mathrm{n}+1}$ can be expressed as:

$$
\begin{equation*}
\varphi_{\mathrm{n}+1}=2 \pi \times\left(\frac{\mathrm{L}_{\mathrm{n}+1}}{\mathrm{~T}_{\mathrm{n}+1}}-\frac{\mathrm{L}_{\mathrm{n}}}{\mathrm{~T}_{\mathrm{n}}}\right)+\varphi_{\mathrm{n}} . \tag{18}
\end{equation*}
$$



Figure 10. Phase calculation method: (a) edge of the nth interferogram; and (b) edge of the ( $\mathrm{n}+1$ )th interferogram.

Transforming Equation (18) to obtain the phase difference $\Delta \varphi_{\mathrm{n}}$ :

$$
\begin{equation*}
\Delta \varphi_{\mathrm{n}}=\varphi_{\mathrm{n}+1}-\varphi_{\mathrm{n}}=2 \pi \times\left(\frac{\mathrm{L}_{\mathrm{n}+1}}{\mathrm{~T}_{\mathrm{n}+1}}-\frac{\mathrm{L}_{\mathrm{n}}}{\mathrm{~T}_{\mathrm{n}}}\right) \tag{19}
\end{equation*}
$$

## 5. Experimental Analysis

In order to verify the proposed method, the experimental tests were conducted with the system shown in Figure 11. The key components with the specifications are listed in Table 2.

Table 2. Specifications of the key components.

| Component | Supplier | Type | Specifications |
| :---: | :---: | :---: | :---: |
| Light source | Minghui Optics | M650D50-20100 | Power: 50 mW , Wavelength: 650 nm , Spot diameter: 15 mm . |
| Right-angle prism | Daheng Optics | GCL-030107A | Material: K9 glass, <br> Flatness: $\leq 0.06 \mu \mathrm{~m}$, <br> Dimension (mm): $30 \times 30 \times 30$. |
| Optical flat | Sanfeng <br> Standard <br> Measuring <br> Implements | $120 \times 30 \times 25$ | Material: K9 glass, <br> Flatness: $\leq 0.05 \mu \mathrm{~m}$, <br> Dimension (mm): $120 \times 30 \times 25$. |
| Linear stage | Zolix | KSA050-12-Z | Travel range: 50 mm , Positioning accuracy: $\leq \pm 3 \mu \mathrm{~m}$, Straightness: $\leq 10 \mu \mathrm{~m}$. |
| Confocal sensor | Precitec | CHRocodile SE | Measuring range: $600 \mu \mathrm{~m}$, Linearity error: $<0.2 \mu \mathrm{~m}$, Resolution: 3 nm . |
| Lens | Moritex | ML-MC50HR | Magnification: $0.5 \sim 0.8$, Focal length: 50 mm , Maximum compatible target: $2 / 3^{\prime \prime}$. |
| Camera | Basler | acA2000-165um | $\begin{gathered} \text { Target size: } 2 / 3^{\prime \prime}, \\ \text { Frame rate: } 165 \mathrm{fps}, \\ \text { Resolution: } 2048 \times 1088 .(2 \mathrm{MP}) \end{gathered}$ |



Figure 11. The experimental platform.
The optical flat was mounted on the linear stage as a geometric reference and formed an air wedge with the stationary right-angle prism. The two mirrors were used to adjust the incident light. The linear stage was driven by an MC600 controller (Zolix Instruments Co., Ltd., Beijing, China). During the stage movement, interferogram images were captured at 51 locations with an increment of 1 mm . The confocal sensor was used as a reference for
calibration and comparison. Since only about 5\% of the measurement range was used, it could be considered that the nonlinearity error in this range was insignificant.

### 5.1. System Calibration

Before verifying the straightness error measurement capability of the film interferometer, the linear coefficient c was determined. From Equation (15), c was mainly affected by the wavelength $\lambda$ of the incident beam, the refractive indexes $n_{1}$ and $n_{2}$, and the incident angle $\theta_{1}$. It was difficult to obtain the four parameters accurately. In this study, therefore, c was determined experimentally. By precisely adjusting the distance between the two optical surfaces with known positions, the coefficient c could be obtained.

The measurements were repeated five times. As shown in Figure 11, the confocal sensor was used to record the change in distance $\Delta \mathrm{h}$. Assuming that the measurement lo-cation of the film interferometer was in the center of the image $(1024,544)$, the phase shift of the interferogram $\Delta \varphi$ was calculated by the developed image processing algorithm, as introduced in Section 4.2. Then the relationship between distance variation and phase shift was obtained, as shown in Figure 12. The phase shift was approximately linear with the distance variation, which was consistent with the theoretical analysis (in Section 2) and simulation (in Section 3). The linearity coefficient c was calculated by averaging the five slope values, as shown in Table 3. The standard deviation of c was about $0.1 \%$ of the average.


Figure 12. Relationship between distance variation and phase shift.

Table 3. Calibration results of the linear coefficient c .

| Trial | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | Average | Standard <br> Deviation |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Slope <br> $(\mathrm{rad} / \mu \mathrm{m})$ | 10.461 | 10.456 | 10.464 | 10.459 | 10.426 | 10.453 | 0.013 |

The c value calculated from Table 3 was slightly different from the theoretical value from Table 1. The main root causes of this deviation included the deviation of the actual angle $\theta_{1}$ against the ideal setting and the imperfection of the optical components.

After the calibration, the relationship between $\Delta \varphi$ and $\Delta \mathrm{h}$ could be obtained according to Equation (16):

$$
\begin{equation*}
\Delta \varphi=10.453 \times \Delta \mathrm{h} \tag{20}
\end{equation*}
$$

### 5.2. Measurement Performance

When the linear relationship was determined, the variation of the distance between the two optical surfaces was calculated by analyzing the phase shift of each interferogram. The confocal sensor was applied as a reference sensor. The comparison of the measurement
results was shown in Figure 13a. During the assembly process, it was difficult to ensure that the optical flat was strictly parallel to the ideal moving axis. This parallelism error resulted in a linear increase (or decrease) in the thickness of the air wedge. This thickness variation was superimposed with the straightness error, as shown in Figure 13a, and could be removed by the linear fitting process, as shown in Figure 13b. The data of five repeats showed a strong correlation. As shown in Figure 13c, the measurement deviation between the film interferometer and the reference confocal sensor was within $\pm 0.22 \mu \mathrm{~m}$. In the travel range of 50 mm , the standard deviation was within 25 nm .


Figure 13. Experimental results: (a) distance variation; (b) straightness error; (c) measurement deviation.

### 5.3. Analysis of the Source of Measurement Deviation

In this study, there were three main error sources: measurement equipment, measurement process, and measurement environment. In this section, the error source analysis and measurement accuracy improvement were discussed.
(1) Measurement equipment

As shown in Table 2, the flatness of the right-angle prism and the optical flat were 0.06 $\mu \mathrm{m}$ and $0.05 \mu \mathrm{~m}$, respectively. Hence, the systematic error caused by the imperfection of the two optical elements might reach up to a submicron level theoretically. Secondly, the confocal sensor used as the reference had its own measurement errors, such as nonlinearity errors.

## (2) Measurement process

In the measurement process, the misalignment of the measurement locations of the film interferometer and the reference confocal sensor was very critical. Figure 14 shows the impact of the misalignment.


Figure 14. The relationship between the horizontal alignment of the measurement locations and the measurement deviation: (a) the measurement locations were properly aligned horizontally; (b) the measurement locations were not properly aligned.

During the movement of the linear stage, the angular motion error was inevitable. As described in Sections 2 and 3, the angular motion error did not affect the linearity coefficient c, but it varied the distance between the measurement locations of the confocal sensor and the film interferometer, resulting in a measurement deviation.

As shown in Figure 14a, when the measurement locations were well aligned, the measurement deviation due to the angular motion error $\theta_{x}\left(\theta_{x} \rightarrow 0\right)$ could be expressed as:

$$
\begin{gather*}
\Delta_{\mathrm{x}}=\mathrm{w} \prime-\mathrm{w}=\frac{\mathrm{w}}{\cos \theta_{\mathrm{x}}}-\mathrm{w}  \tag{21}\\
\lim _{\theta_{\mathrm{x}} \rightarrow 0} \frac{\Delta_{\mathrm{x}}}{\theta_{\mathrm{x}}}=\mathrm{w} \lim _{\theta_{\mathrm{x}} \rightarrow 0}\left(\frac{1-\cos \theta_{\mathrm{x}}}{\theta_{\mathrm{x}} \cos \theta_{\mathrm{x}}}\right)=\frac{1}{2} \mathrm{w} \lim _{\theta_{\mathrm{x}} \rightarrow 0}\left(\frac{\theta_{\mathrm{x}}}{\cos \theta_{\mathrm{x}}}\right)=0 \tag{22}
\end{gather*}
$$

According to Equation (22), the measurement deviation $\Delta_{x}$ is the infinitesimal of a higher order of angular error $\theta_{x}$. It indicated that the measurement deviation caused by the angular error was insignificant when the measurement locations were properly aligned.

As shown in Figure 14b, when the measurement locations of the confocal sensor and the film interferometer were not aligned horizontally (the horizontal distance is $l_{x}$ ), the measurement deviation would be different from the above scenario:

$$
\begin{gather*}
\Delta_{\mathrm{x}}=\mathrm{w}^{\prime}-\mathrm{w}=\frac{\mathrm{w}}{\cos \left(\theta_{\mathrm{x}}\right)}+l_{x} \times \tan \left(\theta_{\mathrm{x}}\right)-\mathrm{w}  \tag{23}\\
\lim _{\theta_{\mathrm{x}} \rightarrow 0} \frac{\Delta_{\mathrm{x}}}{\theta_{\mathrm{x}}}=0+l_{x} \lim _{\theta_{\mathrm{x}} \rightarrow 0} \frac{\tan \theta_{\mathrm{x}}}{\theta_{\mathrm{x}}}=l_{x} \lim _{\theta_{\mathrm{x}} \rightarrow 0}\left(\frac{\theta_{\mathrm{x}}}{\theta_{\mathrm{x}}}\right)=l_{x} \tag{24}
\end{gather*}
$$

As shown in Equation (24), the measurement deviation $\Delta_{x}$ is the infinitesimal of the same order of angular error $\theta_{x}$. It means that the impact of the angular error was significant. Therefore, in order to accurately evaluate the straightness error measurement capability of the film interferometer, it was necessary to ensure that the measurement locations of the film interferometer and the confocal sensor were aligned horizontally and vertically.

Figures 15 and 16 show the method to ensure the proper alignment. $\mathrm{I}_{1}, \mathrm{I}_{2}, \ldots, \mathrm{I}_{50}$ were the 50 interferograms captured by the camera, and $D_{1}, D_{2}, \ldots, D_{50}$ were the distance variation measured by the confocal sensor.


Figure 15. The measurement locations alignment method based on successive approximation.


Figure 16. The process of measurement locations alignment.

When the image processing algorithm was executed, every image (the fifth in Figure 9) was equally divided into four quadrants- $Q_{1}, Q_{2}, Q_{3}, Q_{4}$-and their center points- $O_{1}$, $\mathrm{O}_{2}, \mathrm{O}_{3}, \mathrm{O}_{4}$-were determined, respectively. Taking these four centers as the measurement locations of the film interferometer, four measurement deviation results- $E_{1}, E_{2}, E_{3}, E_{4}-$ could be obtained. Comparing the four values, assuming $\mathrm{E}_{1}$ was the minimum value, then $\mathrm{O}_{1}$ was the closest to the optimal measurement location among the four center points. In other words, the optimal measurement location was in $\mathrm{Q}_{1}$. Subsequently, $\mathrm{Q}_{1}$ was further divided into four quadrants, and the above process was repeated. After several iterations, the measurement location could be sufficiently close to the optimal location.

Therefore, in this study, the alignment process did not require any physical adjustment. The alignment process was actually the selection of the optimal measurement point in the image. Compared with the single point sensing methods, such as LVDT (Linear Variable Differential Transformer), the assembly and adjustment processes were much simpler.

After identifying the optimal measurement location, the same experiments in Section 5.2 were performed again. The experimental data are shown in Figure 17. The measurement deviation between the film interferometer and the reference confocal sensor was reduced to $\pm 0.1 \mu \mathrm{~m}$, which indicated a significant improvement, as compared to $\pm 0.22 \mu \mathrm{~m}$ shown in Figure 13c. Five repeats were performed at each location. The standard deviation was within 25 nm .


Figure 17. Measurement deviation calculated based on the new linear coefficient c .
Considering the imperfect flatness of the optical flat and the inherent measurement error from the confocal sensor, $\pm 0.1 \mu \mathrm{~m}$ was a conservative accuracy statement of the development system.

It's worth highlighting that this process of selecting the optimal measurement location was critical for not only the calibration process but also the actual measurement when setting up the film interferometer into a topography measurement shown in Figure 1b. In actual topography measurement, the main probe measuring the height would take the place of the reference confocal sensor shown in Figure 11. The film interferometer should be able to quantify and compensate for the motion error that occurred in the axial direction of the main probe.
(3) Measurement environment

The temperature was a concern for most interferometric measurement techniques. A temperature drift experiment was performed to verify the environment robustness of the film interferometer. The film interferometer was placed in a common air-conditioned environment for one hour, and the camera was set to take an interferogram every 30 s . Based on the phase analysis algorithm described in Section 4.2, the measurement reading
drift was obtained. As shown in Figure 18, the reading drift of the film interferometer was within 12 nm in one hour when the temperature varied between $18{ }^{\circ} \mathrm{C}$ and $22^{\circ} \mathrm{C}$.


Figure 18. Reading drift of the film interferometer.

## 6. Conclusions

In this paper, a film interferometer for measuring the straightness error of a precision motion system was proposed. The principle of the film interference module and phase calculation process were discussed. In the presented system, an optical flat and a rightangle prism were used to generate the interferogram. An image processing method was applied to calculate the phase shift induced by the straightness error. The components used in this system were widely available and affordable in the market. In addition, compared with traditional interferometric systems, the presented system was also featured by its easy alignment process and good environmental robustness.

Experimental tests were performed to verify the straightness error measurement capability of the developed film interferometer. The experimental results showed that the measurement deviation between the proposed system and the reference sensor was better than $\pm 0.1 \mu \mathrm{~m}$, and the repeatability, represented by the standard deviation, was within 20 nm in a travel range of 50 mm .

This system is potentially able to measure the straightness in both linear and angular values online. At present, the main focus is on the analysis of its linear value measurement capability. The new capability of measuring the angular motion error is also under development.

This proposed film interferometer was successfully implemented in a 3D surface topography measurement system developed by the authors' team, as shown in Figure 19. In that system, the film interferometer was used to compensate for the motion error. With effective error compensation, the 3D surface topography measurement system was able to achieve repeatability and reproducibility within $0.1 \mu \mathrm{~m}$. The objective of publishing this paper was to provide more details of the film interferometer, which was applied as a subsystem in the work published earlier.


Figure 19. System configuration: (a) 3D design; (b) actual setup.
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