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Abstract

:

The intrinsic bonding nature of λ3-iodanes was investigated to determine where its hypervalent bonds fit along the spectrum between halogen bonding and covalent bonding. Density functional theory with an augmented Dunning valence triple zeta basis set (ωB97X-D/aug-cc-pVTZ) coupled with vibrational spectroscopy was utilized to study a diverse set of 34 hypervalent iodine compounds. This level of theory was rationalized by comparing computational and experimental data for a small set of closely-related and well-studied iodine molecules and by a comparison with CCSD(T)/aug-cc-pVTZ results for a subset of the investigated iodine compounds. Axial bonds in λ3-iodanes fit between the three-center four-electron bond, as observed for the trihalide species IF2− and the covalent FI molecule. The equatorial bonds in λ3-iodanes are of a covalent nature. We explored how the equatorial ligand and axial substituents affect the chemical properties of λ3-iodanes by analyzing natural bond orbital charges, local vibrational modes, the covalent/electrostatic character, and the three-center four-electron bonding character. In summary, our results show for the first time that there is a smooth transition between halogen bonding → 3c–4e bonding in trihalides → 3c–4e bonding in hypervalent iodine compounds → covalent bonding, opening a manifold of new avenues for the design of hypervalent iodine compounds with specific properties.
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1. Introduction


Hypervalent iodine compounds (HVI) are important alternatives to transition metal reagents because of their reactivity, synthetic utility, low cost, abundance, and non-toxic nature [1,2,3,4,5,6]. HVIs are involved in a multitude of reactions such as: reductive elimination, ligand exchange, oxidative addition, and ligand coupling [7,8]. The three-center four-electron bonds (3c–4e) in HVI are weak and polarizable, which is valuable in synthetic organic chemistry, as they can exchange leaving groups or accept electrophilic/nucleophilic ligands depending on their surroundings [9]. Despite such utility, there are still unknowns regarding the intrinsic bonding nature of HVIs and hypervalency in general. Though iodine is a halogen, it behaves like a metal; it is the heaviest non-radioactive element of the periodic table and is the most polarizable halogen [10,11]. Because of its diffuse electron density (van der Waals (vdW) radius of ca 2 Å), iodine is a good electron donor, but can also serve as an electron acceptor [12,13]. Iodine is not known to participate in d-orbital or π-interactions, though this could be further investigated [14,15].



HVIs commonly exist in the oxidation states 3, 5, and 7, which support 10, 12, and 14 valence electrons, respectively [16]. Most common are the oxidation states 3 and 5, which are referred to as λ3 and λ5-iodanes [17]. λ3-iodanes form distorted T-shaped molecular geometries, while λ5-iodanes generally prefer square pyramidal geometries, as confirmed through both X-ray crystallography and computational studies [18,19]. These somewhat unusual molecular geometries are the result of the pseudo-Jahn–Teller effect [20]. The atoms that make up the “T” in λ3-iodanes form improper dihedrals and non-ideal bond angles. The causes of these angular and dihedral deviations are unknown, but have been related to the anisotropic nature of the electronic density distribution in iodine [21,22,23,24,25]. Bader et al. showed that the vdW radius in iodine is larger at the equatorial position than at the axial position [26,27,28]. This supports the observation that electronegative ligands favor the axial positions in iodine [29].



Hypervalency has been defined in several ways: Musher characterized main group elements in higher oxidation states as hypervalent [30]. A successful concept employed to explain hypervalency without involving d-orbitals is the formation of multi-centered electron-deficient bonds [31,32,33]. In this context, the 3c–4e bond model of Pimentel–Rundle is especially useful. According to this model, three atoms linearly align, each of which contributes an atomic orbital to form three molecular orbitals; a bonding orbital, a non-bonding orbital, and an antibonding orbital. Since only four electrons are involved, the antibonding orbital is unoccupied. As a result, two bonds share a single bonding electron pair (i.e., they have a fractional bond order of 0.5). The formation of two or more electron-deficient bonds allows hypervalent compounds to have higher oxidation states without necessarily expanding their octets. A direct consequence of this model is that the 3c–4e bond is expected to be substantially weaker than the two-center two-electron (2c–2e) bond in a given hypervalent molecule. Even though there are various works showing that d-orbital contributions to hypervalent bonds (HVB) are minimal, many chemistry text books still make use of the idea of an extended octet and the formation of spd-hybrid orbitals to explain HVB [34]. There is a strong overlap between the concepts of fractional bond order, the 3c–4e bond, and the halogen bond (XB) in trihalides, which are considered prime examples of 3c–4e bonding, but also strong XB [35,36]. A formal definition of XB is given in the following paragraph.



3c–4e HVI bonding (3c–4e HVIB) draws comparisons to the secondary bonding interaction due to the weak bond strength, high reactivity, and long internuclear distances exceeding covalent bond lengths [37]. 3c–4e HVIB also shares similarities with non-covalent interactions, along with hydrogen bonding [38,39,40], XB [35,41,42,43], pnicogen bonding [43,44,45], chalcogen bonding [43,46], and tetrel bonding [47]. XB is a non-covalent interaction between an electrophilic halogen (X) and a nucleophile with a lone pair (lp(A)) of donating electrons [42,43]. For the remainder of this work, we will express lone pairs as (lp).The nucleophile/halogen acceptor (A), donates electrons to the antibonding (σ*(XY)) orbital of the halogen donor (Y) [48,49]. XB is also known to have an X–A distance that is shorter than the sum of the vdW radii with Y–X–A angles close to 180 degrees [35,41,50,51]. Because of the obvious similarities between 3c–4e HVIB and XB, it has been argued that HVB should not be considered as a special bonding class [52,53]. On the other hand, the term hypervalency has been widely accepted by the chemistry community, and therefore, its continuous use has been advocated [54]. Based on this controversy, we decided to delve deeper into the bonding nature of λ3-iodanes.



In this work, we investigated the intrinsic nature of HVIB in λ3-iodanes and its relation to XB, 3c–4e bonding in trihalides, and covalent bonding to determine if there is a smooth transition between these interactions. Additionally, we studied the role equatorial ligands play in strengthening the 3c–4e bond in λ3-iodanes, as well as substituent effects in the axial ligands. We utilized density functional theory (DFT), vibrational spectroscopy, quantum theory of atoms in molecules (QTAIM) combined with the Cremer–Kraka criterion for covalent bonding [55,56,57], and the natural bond orbital (NBO) analysis to characterize the nature and the intrinsic strength of HVIB. This investigation was rationalized by studying a diverse group of 34 HVI compounds shown in Figure 1, including known chemical compounds complemented by some model compounds. The remainder of this work is presented as follows: data, results, and discussion are presented in Section 2; Section 3 gives a description of the computational methods utilized; and Section 4 gives conclusions, the outlook, and future goals.




2. Results and Discussion


Figure 1 shows the 34 HVI compounds with selected NBO charges investigated in this work. Note that the abbreviation (PhI) is used to refer to iodobenzenes.



The compounds are organized into four groups. Group 1 contains four reference compounds; the covalent complex FI (1.1), the 3c–4e trihalide IF2− (1.2), fluorophenyl iodide (1.3), and the λ3-iodane, IF3 (1.4), which is used to study the effects of electronegative equatorial ligands. Group 2 and Group 3 compounds, iodobenzenes (2.1–2.10) and (3.1–3.11), respectively, represent λ3-iodanes with a phenyl group equatorially bound to I. While both axial ligands in Group 2 molecules are halogen atoms, in Group 3, the axial ligands consist of a halogen and a non-halogen lone-pair-bearing functional group (CN, NH2, and OH). Group 4 consists of four halobenziodazoles (4.1–4.4) and four halobenziodoxoles (4.5–4.8).



2.1. NBO Charge Analysis


XB is a non-covalent interaction formed between a halogen donor molecule (YX) (e.g., a dihalogen, interhalogen, or halogenated molecule) and a halogen acceptor atom A, where A is an electron-rich atom; e.g., a nucleophilic heteroatom with lone-pair (lp) electrons [9,35,41,42,43]. The general charge transfer picture in XB describes a transfer of charge from lp (A) into the empty σ*(YX) orbital [36,58,59]. Applied to our set of HVI compounds, there are two possibilities to define the YI and the IA part of Group 2 molecules 2.5–2.10. In these cases, we chose IA to be the weaker of the two axial bonds, in analogy to XB. The same definition was also applied for Group 3 and Group 4 compounds.



For all 34 HVI compounds investigated in this work, the central iodine atom I holds a positive charge (see purple numbers in Figure 1), ranging from +0.339 e in 1.3 to +1.803 e in 1.4. There is a significant difference in the central iodine charge when comparing the λ3-iodanes with the three reference compounds 1.1–1.3 for which the iodine charge ranges from +0.339 e to +0.521 e, whereas iodine charges in λ3-iodanes range from +0.779 e in 2.4 to +1.803 e in 1.4. The obvious difference between the λ3 HVIs and the non-HVIs is the equatorial ligand, which is absent in 1.1–1.3. In every case, except 1.4, the equatorial ligand is a phenyl (Ph) group (Groups 2–3) or a benzene ring (Group 4). Group charges for Ph/benzene ligands are negative in every case, as are charges on the Ph/benzene C atom bound to I, as shown in Figure 1. Increased positive charge on I indicates that the equatorial ligands are pulling charge from the central I. In 1.4, the equatorial ligand is F; this is an extreme case of a strong electron-withdrawing ligand in the equatorial position, which polarizes the central I atom. As a result, each I–F interaction involved in the 3c–4e bond becomes more polar.



2.1–2.4 comprise λ3-iodanes of the type PhIA2, for A = F, Cl, Br, and I. Caused by the increasing electronegativity from I to F, the bond polarity increases from I–I < Br–I < Cl–I < F–I, with the positive charge on the central I atom increasing in the same order, i.e., +0.779 e in 2.4 to +1.466 e in 2.1. The same trend is observed in 2.5–2.7. As the second substituent changes from Cl to I, charge on the F ligand remains almost unchanged (Δq = −0.012 e), while the positive charge on I decreases. The same pattern continues for compounds 2.8–2.10. The charge on the equatorial ligand appears to be independent of the axial ligands for Group 2, with the exception of 2.1, 2.5–2.7 with F as the common axial ligand. The charge on the equatorial ligand in these cases tends to be most negative (ranging between −0.089 e and −0.120 e) compared to the other Group 2 members (ranging between −0.069 e and −0.079 e).



In Group 3, one of the axial halogen atoms is replaced with a functional group (NH2, OH, and CN). For comparison, we refer to OCO and OC(CH3) in the halobenziodazoles 4.1–4.4 and halobenziodoxoles 4.5–4.8 of Group 4 as functional groups; see Figure 1. In 3.2–3.4, charge on NH2 remains consistent. 3.1 is the exception, but the charge difference between these four molecules is −0.034 e. This trend is observed in 3.5–4.8 as well, where Δq (OH) = −0.008 e, Δq (OCO) = −0.016 e, Δq (OC(CH3)2) = −0.007 e, and Δq (CN) = −0.014 e. An important trend is revealed: although the charge at the central I atom is dependent on both axial ligands, charge on the functional group is insensitive to the halogen substituents at the opposite side, particularly for Cl, Br, and I. The behavior of the axial halogens in Group 3 is the same as described for Group 2. The functional group with the largest net negative charge is the OCO group, followed by OH, OC(CH3)2, CN, and NH2, respectively. The data reveal yet another important trend: the more electronegative the axial ligands are, the more negative charge they collect and the more negative charge they impose on the equatorial ligand. Considering the charge on the Ph group for Group 3 and the benzene ring for Group 4, almost the same functional group trend emerges: there is an increase of negative charge from NH2< CN < OH < OC(CH3)2< OCO, with OH and OC(CH3)2 groups being interconverted. That means, regarding the equatorial ligands, the same trends are observed in Group 2 molecules and in Groups 3–4 molecules. For all compounds with an axial F atom, charge on the equatorial ligand becomes more negative. The benzene rings of Group 4 molecules have a substantial negative charge ranging from −0.172 e to −0.207 e, however less than the Ph group of 1.3, being −0.538 e.




2.2. Bond Strength Order


Interatomic distances (r), ρ(rb), H(rb), ka, BSO n values, and local mode frequencies (ωa) are summarized in Table 1 and Table 2. Figure 2, Figure 3 and Figure 4 show the power relationship between BSO n and ka for Group 1, Y⋯IA and YI⋯A in Groups 2–4, where YI⋯A is weaker than Y⋯IA, and I–C equatorial (Ph, F, benzene) bonds in Groups 1–4. Note: in Table 1, the F⋯I interactions in 3.9 and 4.1 are the stronger bonds. These are the only two cases in Groups 3–4 where the halogen⋯I interaction is the stronger interaction. Therefore, CN and OCO will be considered A and F will be considered Y in Table 1 for these two cases only. However, this convention is not used for the BSO n plots in Figure 3 and Figure 5. In these two figures, the Y⋯IA interaction is the bond between the non-halogen and I, and YI⋯A is the bond between the halogen and I. Figure 2a is a BSO n plot for interactions in 1.1–2.1. Comparing bond strength in axial I–F interactions in FI, IF3, PhIF2, IF2−, and PhIF− reveals the hypothesized trend: FI > IF3 (3c–4e HVIB) > PhIF2 (3c–4e HVIB) > IF2− (3c–4e) > PhIF− (XB). As expected, the 2c–2e FI bonds in 1.1 and 1.4 are stronger than 3c–4e in 1.2 and 1.4. The latter are stronger than the I⋯F XB in 1.3, as shown in Table 1 and Figure 2. It is notable that the hypervalent IF3 forms a shorter and stronger 2c–2e bond compared to the FI molecule. Axial F atoms pull charge from iodine, resulting in a more polar 2c–2e I–F bond, and also contract the I orbital, improving I–F orbital overlap. The 3c–4e bond in IF3 is stronger than that of PhIF2 because the equatorial F polarizes the central I, causing more polar and stronger interactions at the axial positions. The equatorial Ph and benzene groups do not have the polarizing ability of F, but they do bind strongly to (BSO n = 0.648–1.046) and pull charge from the central I. The effect of the equatorial ligand causes the difference in bond strength between PhIF2 and IF2−. IF2− has no equatorial ligand and less polar bonds than the 3c–4e bond in PhIF2. When replacing a F with a Ph group (1.3), the negative charge becomes localized in the fluorine due to its higher electronegativity; as a result, two different types of bond are formed: one is the 2c–2e C–I bond, and the other is an XB between I and F− (the lower polarizing power of Ph results in a less positive charge at the iodine).



Figure 2b shows Y⋯I⋯A (where A = F, Cl, Br, and I in this case) in 2.1–2.10. In the case of PhIY2 (2.1–2.4), there is a correlation between bond strength and bond polarity. Charge on the central I atom increases in the series: PhI3< PhIBr2< PhICl2< PhIF2. This matches the trend in 3c–4e bond strength. Charge on the axial ligand also matches this order, but with charge becoming more negative. In 2.5–2.10, there is a marked difference in I⋯F bond strength (BSO n> 0.562) and all other axial bonds (BSO n = 0.272–0.423). I⋯Cl, I⋯Br, and I⋯I interactions are similar in bond strength, but vary slightly depending on the atom on the opposite side of the 3c–4e bond. This result is in accord with observed bond polarity and electronegativity trends of halogens.



Figure 3a shows BSO n plots for Y⋯IA and Figure 3b YI⋯A in Groups 3–4. The same trend emerges again when replacing one halogen with an electron-donating functional group; the bond strength of I⋯A increases when A changes from I to F. Keeping the Y constant and substituting A again reproduce the trend that bonds become stronger when going up the periodic table from I to F for all five functional groups. When comparing the functional groups, bond strength follows this order: OCO > OC(CH3)2> OH > CN > NH2. This order holds regardless of the axial halogen. This pattern nearly matches the order observed in group charges where the more negatively-charged the group, the higher the BSO n. The exception is OH and OC(CH3)2. OH groups are more negatively charged, but do not bind as strongly as OC(CH3)2 groups. This is because the benzene in 4.5–4.8 binds more strongly on average in Group 4 (BSO n = 0.898–1.046) than Ph in Group 2 (BSO n = 0.691–0.914) and Ph in Group 3 (BSO n = 0.648–0.893). The stronger equatorial bond correlates to a more positive charge on the central I, which allows for stronger 3c–4e bonds. The key difference between Group 4 and Groups 2–3 is that all of Group 4 has functional groups bound directly to benzene and Groups 2–3 do not. In this case, it is justifiable to state that the C(CH3)2 group in 4.5–4.8 will be an electron donor to benzene, which accounts for the lower group charge. 2.1 and 3.8 are the only exceptions to this trend.




2.3. Covalent/Electrostatic Contributions


Figure 4b and Figure 5 contain three plots correlating BSO n with H(rb) of I⋯axial halogens in Group 2 (Figure 4b), Y⋯IA in Groups 3–4 (Figure 5a), and YI⋯A in Groups 3–4 (Figure 5b). The vertical dashed line through the origin separates the covalent region from the electrostatic region according to the Cremer–Kraka criterion. H(rb)< 0 for every I–A, I–Y, and I–C equatorial (Ph, F, or benzene) interaction, putting them in the covalent bonding region or very close to the electrostatic region in some cases. There is significant covalent contribution for the axial bonding interactions in 2.1–4.8, indicating that charge accumulation in the bonding region produces a net stabilizing effect. For the plot in Figure 4b, there is a good linear correlation between BSO n and H(rb), as indicated by a value of R2 = 0.930. These data correlate higher bond strength to an increase in covalent character of the interaction. The weaker the bond, the closer to the electrostatic region. The plot is sectioned off into regions to show agreement with Figure 2a. The XB interaction in PhIF− is at the bottom of the plot, closest to the electrostatic region. The 3c–4e region is next, where IF2− is found, along with all of the weakly-bound λ3-iodanes containing axial Cl, Br, and I atoms. It is necessary to note that we expect the 3c–4e bond in IF2− to be the strongest of all trihalides and to be at the very top of the spectrum. Therefore, if considering other trihalide systems, one would expect to see better separation between 3c–4e bonds in HVI and 3c–4e bonds in trihalides, as is observed for the more closely-related IF2−, PhIF2, and IF3. All of the λ3-iodanes containing F are at the very top of this region bordering the next region or in the next region, which is 3c–4e HVI. IF3 and PhIF2 give prime examples of the 3c–4e HVIB. At the very top right corner is the covalent F–I complex. As we follow the linear data from the weak electrostatic region to the strong covalent region, we once again reproduce the smooth continuum: partially-covalent XB < 3c–4e bond in trihalides < 3c–4e bond in HVI < covalent bond. Now, the trend holds in terms of covalent/electrostatic character and H(rb). Note that in Figure 4 and Figure 5, ρ(rb) could be plotted against BSO n in place of H(rb), and the same correlation would occur, but with a positive slope instead of a negative one.



The same general trend is observed in Figure 5 for Groups 3–4. As BSO n increases, H(rb) becomes more negative (deeper into the covalent region). In Figure 5a, points for Y⋯I are scattered, and the correlation weakens when taking the data as a whole. However, if considering each functional group individually, a strong linear correlation once again occurs. The periodic trend emerges that as A, the halogen homolog becomes smaller, the bond strengthens and becomes more covalent in nature. This is not a direct result of the axial ligand, rather it is the result of the polarizing effect the axial halogen has on the central I atom. The Y⋯IA interactions (H(rb)< –0.237 Hartree/Å3) sit significantly farther into the covalent region compared to the YI⋯A interactions (H(rb)< –0.055 Hartree/Å3). Figure 5b again shows a reasonable linear correlation with R2 = 0.917. The trend amongst functional groups previously noted in 3.1–3.2 is once again evident here: OCO > OC(CH3)2> OH > CN > NH2 in terms of pulling charge from the central I, which results in strengthening and to some degree increasing H(rb) of the I⋯A bond. Another important point here is that one must not assume certain functional groups will behave the same way in all situations as they behave when bound to benzene. A prime example is CN: a strong electron withdrawing group (when bound to benzene) is the second weakest withdrawing group in this study.




2.4. 3c–4e Bonding


%3c–4e bonding character is shown Table 1. Vibrational spectroscopy was utilized to define a new and simple 3c–4e parameter, which was derived from Local Mode Analysis (L-modes). It utilizes BSO n values to define %3c–4e bonding as:


%(3c-4e)=BSOn(AI)BSOn(YI)×100



(1)




where BSO n (Y⋯I) > BSO n (A⋯I). A⋯I is the weaker, less covalent bond, and Y⋯I is the stronger, more covalent bond. In 2.1–2.4, A = Y; therefore, 3c–4e is 100%. In 2.5–2.7, %3c–4e decreases from 68% in 2.5 to 57% in 2.7 as ΔBSO n becomes larger. 2.8–2.10 contain weakly-bound halogens, which promote high 3c–4e bonding character (88–97%). In 3.1–3.12, there is a large range of 3c–4e contributions to the Y⋯I⋯A interactions (45–94%). The highest percentage is in 3.5, where the 3c–4e interaction is HO⋯I⋯F. Both substituents have lp electrons and are highly electronegative. The bonds formed are strong and polar, as the central I is the most polarized of all Group 3 molecules with an NBO charge of +1.401 e. OH and F have similar BSO n and NBO charges: n = 0.625, −0.565 e and n = 0.590, −0.703 e, respectively. The 3.1 has high 3c–4e character for the same reason as 3.5, but with NH2 involved instead of OH. N is slightly less electronegative than O, and NH2 has a more positive charge than OH, and thus forms a slightly weaker, less polar bond. 3.3–3.4 and 3.7–3.8 have the lowest 3c–4e character in Group 3. These species contain mostly I–Br or I–I bonds, which bind weakly, while on the other side of the Y⋯I⋯A, we have polar functional groups OH and NH2. There is a strong polar interaction on one side of I and a weak non-polar interaction on the other side, which decreases the 3c–4e character. 4.1–4.4 have high 3c–4e character (81–85%). The I–O oxygen is part of an ester group which carries a large negative charge and contributes resonance stabilization. In 4.5–4.8, I is bound to the O on a T-butoxy group, which is slightly less electron rich and does not have the benefit of resonance. The T-butoxy-O binds strongly to I compared to Cl, Br, and I.





3. Computational Methods


DFT was utilized to optimize molecular geometries and to calculate for each stationary point molecular vibrational frequencies including the L-modes of Konkoli and Cremer [60,61,62] and the determination of local mode force constants (ka), NBO charges, electron densities ρ(rb), and energy densities H(rb); where rb is a bond critical point. Each stationary point was confirmed as a minimum by absence of imaginary normal mode frequencies. Available experimental geometries for the ICl3 dimer, IF3, IF5, dichloroiodobenzene (PhICl2), and diacetoxyiodobenzene (PhI(OAc)2) [18,63,64,65,66] were used to gauge the accuracy of the DFT calculations. Experimental and calculated geometries using different model chemistries for this set of compounds are compared in Table A1 and Table A2 (See Appendix A). We initially employed Grimme’s Rung 5 double hybrid density functional B2PLYP [67] and Dunning’s cc-pVDZ basis set [68,69,70,71] with a tight convergence criterion and an ultra-fine integration grid. The B2PLYP functional combines the generalized gradient approximation exchange functional of Becke [72,73] and the Lee–Yang–Parr correlation functional [74] with exact Hartree–Fock exchange and Møller–Plesset perturbation theory [75,76,77,78] of second order (MP2) [79,80,81]. This functional has shown close agreement between calculated and experimental geometries and vibrational frequencies for heavy atoms [82,83]. However, for our set of molecules, the cc-pVDZ basis set did not produce the desired accuracy (Table A1 and Table A2), and the B2PLYP/aug-cc-pVTZ level of theory became computationally expensive. The combination of MP2 and a relatively small double-zeta basis set is known to provide a fortuitous cancellation of error [84,85]. MP2 overestimates correlation energy, but this is compensated by the cc-pVDZ basis set [86]. Therefore, we tested MP2/cc-pVDZ for reducing the computer time. However, results calculated at this level of theory gave less accurate results than ωB97X-D/aug-cc-pVTZ [87,88], while calculations at the B2PLYP/Def2TZP level of theory led to inaccurate results in several cases. For Br and I, scalar relativistic effects were assessed by using effective core potentials (ECPs) in combination with the Dunning basis sets [89,90].



Although geometries are first order properties and therefore less sensitive to the level of theory, B2PLYP/aug-cc-pVTZ and ωB97X-D/aug-cc-pVTZ calculations turned out to be in closest agreement with experimental data, while for a small subset of compounds, close agreement between ωB97X-D/aug-cc-pVTZ and CCSD(T)/aug-cc-pVTZ was obtained (Table A3). To further rationalize these results, gauge-independant atomic orbital (GIAO) magnetic shielding tensors [91,92,93,94,95] were calculated and isotropic shielding constants were converted into chemical shifts utilizing the linear regression method of Tantillo et al. for PhICl2, PhI(OAc)2, and 1-Hydroxy-1,2-benziodoxol-3(1H)-one [96,97,98,99,100,101]. This method requires the calculation of isotropic magnetic shielding tensors for a test set of molecules at a given level of theory (in our case, ωB97X-D/aug-cc-pVTZ and B3LYP/aug-cc-pVTZ), plotting the raw calculated isotropic value against experimental NMR chemical shifts, and using the following relationship to develop an equation for calculating chemical shifts (Figure A1):


δ=(y−intercept)−σ−slope



(2)




where δ is the derived chemical shift and σ is the calculated isotropic magnetic shielding tensor. The margin of error for proton-NMR chemical shifts turned out to be 0.24–6.91% for the B3LYP functional and 0.19–5.81% for the ωB97X-D functional (Table A4) [18,63,102]. Although both ωB97X-D and B3LYP gave satisfactory and similar calculated chemical shifts, ωB97X-D gave more accurate geometries and frequencies.



Based on these findings, the ωB97X-D/aug-cc-pVTZ level of theory was chosen for this study due to its displayed ability to predict accurate first and second order experimental properties in HVI molecules in addition to the previous findings of Oliveira et al. that this level of theory is suitable for the detailed analysis of XB [41].



Vibrational spectroscopy was applied to quantify the intrinsic strength of HVIBs. Chemists have utilized vibrational spectroscopy to obtain information about the electronic structure of molecules and their framework of bonds. However, normal vibrational modes cannot be used as a direct bond strength measure because they are delocalized due to electronic and mass coupling, a fact that often has been overlooked [103,104]. The electronic coupling is eliminated by solving the Wilson equation of spectroscopy [105] and transforming to normal coordinates. Konkoli and Cremer showed that the remaining mass (kinematic) coupling can be eliminated by solving a mass-decoupled equivalent of the Wilson equation, leading to local vibrational modes, which are associated with internal coordinates qn such as bond lengths, bond angles, and dihedral angles [60,106]. Zou and Cremer verified that there is a one-to-one relationship between local and normal vibrational modes through an adiabatic connection scheme (ACS) [107,108,109], allowing a normal mode decomposition into local mode contributions [44,110,111] and, as such, the detailed analysis of a vibrational spectrum. This is of particular value, given the fact that L-modes can be applied to both calculated and measured spectra [61,112].



Another important feature of L-modes is the direct relationship between the local stretching force constant (ka) of a chemical bond and its intrinsic strength [113]. This has enhanced our knowledge about chemical bonding and the often overlooked, but highly important weak intermolecular interactions, providing a wealth of new insight into: (i) covalent bonding [113], stretching from peculiar cases of reversed bond length-bond strength relationships [114,115], to a new design recipe for fluorinating agents [116]; (ii) weak chemical interactions including hydrogen bonding [117,118], XB [35,41,42], pnicogen bonding [43], chalcogen bonding [50], weak interactions in gold clusters [119], as well as non-classical hydrogen bonds in boron–hydrogen ⋯π interactions [120,121]. In addition, new electronic parameters and rules were derived [122,123,124].



When comparing a larger set of ka, the use of a relative bond strength order (BSO n) is convenient [103,104]. The BSO n of a bond is obtained by utilizing the extended Badger rule [103,104,125] according to which BSO n is related to ka by a power relationship, which is fully determined by two reference values and the requirement that for a zero-force constant, the BSO n value becomes zero:


BSOn=a(ka)b



(3)







The constants a and b are calculated from ka values of two reference compounds with known BSO n values n1 and n2 via:


a=n2/(k2a)b



(4)




and,




b=ln(n2/n1)/ln(k2a/k1a)



(5)





In this work, we chose as reference compounds FI and IF2− representing BSO n values of one and 0.5, respectively, guided by the corresponding Mayer bond orders [126] of 0.940 and 0.543 evaluated at the ωB97X-D/cc-pVTZ level of theory. More than 50% of iodine bonds in this work include an atom from the second period. This renders the FI/IF2− reference system ideal (a second period atom bound to iodine), in addition to providing a spectrum with a full 3c–4e bond from a trihalide (IF2−) on the one end and a full covalent bond (FI) on the other end.



Using the k1a of 1.913 mdyn/Å for IF2−and 3.953 mdyn/Å for FI (ωB97X-D/cc-pVTZ level of theory), the constants a and b in the power relationship Equation (3) were determined to be a = 0.269 and b = 0.955, leading to:


BSOn=0.269(ka)0.955



(6)







Because the chosen reference system was designed for 3c–4e interactions particular to this study, a scaling procedure was used to obtain appropriate BSO n values for covalent I–C interactions between the equatorial ligands and the central iodine. The equatorial bonds are fully-formed single bonds, but the C–I bond is much less polar and weaker than the I–F bond used as a reference. We calculated ka = 2.557 mdyn/Å for the I–C bond in iodobenzene. From Equation (6), we calculated BSO n = 0.659. The scaling factor was obtained by setting n = 1 for this I–C bond. The scaling factor is 1/0.659 = 1.517, which was applied to BSO n of all equatorial I–C bonds. Multiplying the scaling factor through Equation (6) provided a new BSO n equation for assessing the strength of the equatorial I–C bonds in this study:


BSOn(scaled)=0.408(ka)0.955



(7)







The Cremer–Kraka criterion was applied to assess the covalent nature of HVIB [42,55,56,77,127]. According to this criterion, a covalent bond between two atoms A and B is defined by (1) the existence of a zero-flux surface and bond critical point (rb) between atoms A and B (necessary condition) and (2) a negative and thereby stabilizing local energy density H(rb) (sufficient condition). H(rb) will be close to zero or positive if the interaction between A and B is non-covalent, that is electrostatic or of the dispersion type. H(r) is defined as:


H(r)=G(r)+V(r)



(8)




where G(r) is the kinetic energy density (always positive, destabilizing) and V(r) is the potential energy density (always negative, stabilizing). In addition to the established Cremer–Kraka criterion, a molecular fragmentation scheme for estimating electron density shifts has recently emerged as a potential tool for the qualitative investigation of non-covalent interactions at low computational cost [128].



L-modes was carried out with the program COLOGNE2018 [129], and Mayer bond orders were determined with the program ORCA [130]. NBO populations were computed using NBO 6 [131,132,133,134]. The electron density analysis, in particular the calculation of electron density at the bond critical point (ρ(rb)) and H(rb), was performed with the program AIMAll [135,136]. All DFT calculations were carried out with GAUSSIAN16 [137].




4. Conclusions


In this work, we quantified the intrinsic bond strength and bonding nature of a series of HVI compounds through vibrational spectroscopy. Use of DFT in this work was rationalized by testing several levels of theory against first and second order experimental properties of a small set of known HVI reagents. The computed set of 34 HVI molecules was then compared to XB, 3c–4e bonding, and covalent bonding in terms of BSO n, ka, ρ(rb), H(rb), and NBO charges. Recently, Politzer and coworkers [138] showed that by substituting a ligand in trihalides with a negative point charge, the positive electrostatic potential at the polarized σ-hole collinear to the point charge correlates qualitatively well with the interaction energy; substantiating the key role played by electrostatics, which is also reflected in the atomic charge distribution (see Figure 1) and can be rationalized in terms of the 3c–4e model. The more negative charge at the ligands Y and A compared to the central iodine is due to the presence of a node at the center of the occupied non-bonding orbital [139]. This charge separation is responsible for the lower covalent character of 3c–4e bonds compared to a classical 2c–2e bond. Politzer and coworkers proposed the existence of a continuum between non-covalent and covalent bonds, the latter being a result of an increased degree of polarization [138]. Our results do also suggest the existence of such a continuum, but whether covalency can be seen as a degree of polarization is still disputable, especially in view of Ruedenberg’s description of covalent bonding, where energy lowering is a result of the complex interplay of kinetic and potential energy contributions [140,141]. The 3c–4e bonds in HVI share properties with XB, but are more closely related to the 3c–4e bonds in trihalides or covalent bonding in extreme cases. The equatorial 2c–2e HVI bond is stronger than comparable 3c–4e bonds (bonds involving the same ligands like in IF3) and is more closely related to a covalent bond. Our results support the following transition: XB < 3c–4e bond in trihalides < 3c–4e bond in HVI < 2c–2e bond in PhIF2< covalent bond. When comparing the difference (equatorial ligands) between trihalides and λ3-iodanes, we found that the 3c–4e HVIB is strengthened by the equatorial ligand by comparing IF2−, PhIF2, and IF3. The equatorial ligand contributes significantly in pulling electron density from the central I, allowing for more polar interactions. Thus, highly electronegative ligands at the equatorial position will form strong interactions, as will axial ligands in such a case. We also found that axial ligands in HVIs have a minimal direct effect on one another in terms of NBO charge analysis, but do play a role in altering charge on the central I. Substituent effects in HVI can alter bond strength in both axial ligands and the equatorial ligand, particularly when F atoms are involved as ligands. The five functional groups studied here play a bond-strengthening and -polarizing role in the following order: OCO > OC(CH3)2> OH > CN > NH2, with OH and OC(CH3)2 being partially interchangeable. In terms of H(rb), we found a strong linear correlation with BSO n. H(rb) becoming more negative correlates to an increase in bond strength. Furthermore, large V(r) stabilization in the bonding region correlates to the increased covalent character of a bond. Finally, we found the 3c–4e bond concept to be a valuable descriptor in terms of the linear portion of λ3-iodanes.



Future goals are to utilize L-modes and the analysis of the electrostatic potential to explain why the T-shaped molecular geometry in λ3-iodanes contains improper dihedrals and non-ideal bond angles. We also plan to investigate 3c–4e bonding and intramolecular HB in a series of HVI reagents utilizing L-modes and to explore the chemical reactivity of HVI compounds utilizing the unified reaction valley approach developed in our group [103,142,143,144]. In addition, we will perform a conformational and geometrical study of a series of novel HVI monomeric materials with a strong potential of forming useful polymers [145,146].
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Appendix A


Table A1 shows bond lengths, bond angles, and % error compared to experimentally measured data for IF3, IF5, and (ICl3)2. For each molecule, geometry optimizations and vibrational frequencies were calculated at the B2PLYP/cc-pVDZ, B2PLYP/aug-cc-pVTZ, B2PLYP/Def2TZP, B3LYP/aug-cc-pVTZ, ωB97X-D/aug-cc-pVTZ, and M2P/cc-pVDZ levels of theory. B2PLYP/aug-cc-pVTZ and ωB97X-D/aug-cc-pVTZ levels of theory give superior results for the given geometry parameters. Table A2 shows bond lengths, bond angles, and % error compared to experimentally measured data for PhICl2 and PhI(OAc)2 computed at all of thee aforementioned levels of theory. These two molecules are similar, or the same in the case of PhICl2 as the majority of the molecules in this work. The ωB97X-D/aug-cc-pVTZ gave remarkable accuracy in calculating geometry parameters for these two molecules.
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Table A1. Calculated and experimental bond lengths and bond angles for the (ICl3)2 dimer, IF5, and IF3, showing B2PLYP and ωB97X-D/aug-cc-pVTZ levels of theory giving closest agreement with the experiment [64,65,66].






Table A1. Calculated and experimental bond lengths and bond angles for the (ICl3)2 dimer, IF5, and IF3, showing B2PLYP and ωB97X-D/aug-cc-pVTZ levels of theory giving closest agreement with the experiment [64,65,66].





	
Method

	
r1 (I–Cl, F)

	
%

	
r2 (I–Cl, F)

	
%

	
θ(F–I–F)

	
%




	
Basis Set

	
[Å]

	
Error

	
[Å]

	
Error

	
Degrees

	
Error






	
(ICl3)2B2PLYP

	

	

	

	

	

	




	
cc-pVDZ

	
2.432

	
1.97

	
2.770

	
1.83

	
N/A

	
N/A




	
aug-cc-pVTZ

	
2.397

	
0.50

	
2.733

	
0.48

	
N/A

	
N/A




	
Def2TZP

	
2.448

	
2.64

	
2.773

	
1.95

	
N/A

	
N/A




	
B3LYP

	

	

	

	

	

	




	
aug-cc-pVTZ

	
2.412

	
1.13

	
2.758

	
1.40

	
N/A

	
N/A




	
ωB97X-D

	

	

	

	

	

	




	
aug-cc-pVTZ

	
2.364

	
0.88

	
2.744

	
0.88

	
N/A

	
N/A




	
MP2

	

	

	

	

	

	




	
cc-pVDZ

	
2.420

	
1.47

	
2.746

	
0.96

	
N/A

	
N/A




	
Experiment

	
2.385

	
N/A

	
2.720

	
N/A

	
N/A

	
N/A




	
IF5

	

	

	

	

	

	




	
B2PLYP

	

	

	

	

	

	




	
cc-pVDZ

	
1.900

	
3.04

	
1.941

	
3.85

	
N/A

	
N/A




	
aug-cc-pVTZ

	
1.847

	
0.16

	
1.908

	
2.09

	
N/A

	
N/A




	
Def2TZP

	
1.859

	
0.81

	
1.919

	
2.68

	
N/A

	
N/A




	
B3LYP

	

	

	

	

	

	




	
aug-cc-pVTZ

	
1.857

	
0.70

	
1.918

	
2.62

	
N/A

	
N/A




	
ωB97X-D

	

	

	

	

	

	




	
aug-cc-pVTZ

	
1.840

	
0.22

	
1.901

	
1.71

	
N/A

	
N/A




	
MP2

	

	

	

	

	

	




	
cc-pVDZ

	
1.895

	
2.77

	
1.933

	
3.42

	
N/A

	
N/A




	
Experiment

	
1.844

	
N/A

	
1.869

	
N/A

	
N/A

	
N/A




	
IF3

	

	

	

	

	

	




	
B2PLYP

	

	

	

	

	

	




	
cc-pVDZ

	
1.931

	
3.15

	
1.984

	
0.05

	
169.2

	
5.55




	
aug-cc-pVTZ

	
1.885

	
0.69

	
1.960

	
1.16

	
167.7

	
4.61




	
Def2TZP

	
1.900

	
1.50

	
1.975

	
0.40

	
168.6

	
5.18




	
B3LYP

	

	

	

	

	

	




	
aug-cc-pVTZ

	
1.900

	
1.50

	
1.975

	
0.40

	
168.6

	
5.18




	
ωB97X-D

	

	

	

	

	

	




	
aug-cc-pVTZ

	
1.876

	
0.21

	
1.951

	
1.61

	
167.5

	
4.49




	
MP2

	

	

	

	

	

	




	
cc-pVDZ

	
1.925

	
2.83

	
1.977

	
0.30

	
168.2

	
4.93




	
Experiment

	
1.872

	
N/A

	
1.983

	
N/A

	
160.3

	
N/A
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Table A2. Calculated and experimental bond lengths and bond angles for PhICl2 and PhI(OAc)2 showing B2PLYP/aug-cc-pVTZ and ωB97X-D/aug-cc-pVTZ levels of theory giving closest agreement with the experiment [18,63].






Table A2. Calculated and experimental bond lengths and bond angles for PhICl2 and PhI(OAc)2 showing B2PLYP/aug-cc-pVTZ and ωB97X-D/aug-cc-pVTZ levels of theory giving closest agreement with the experiment [18,63].





	
Method

	
r1 (I–Cl, O)

	
%

	
r2 (I–C)

	
%

	
θ(Cl,O)–I–(O,C)

	
%




	
Basis Set

	
[Å]

	
Error

	
[Å]

	
Error

	
Degrees

	
Error






	
PhICl2

	

	

	

	

	

	




	
B2PLYP

	

	

	

	

	

	




	
cc-pVDZ

	
2.536

	
2.26

	
N/A

	
N/A

	
90.5

	
1.46




	
aug-cc-pVTZ

	
2.505

	
1.01

	
N/A

	
N/A

	
89.6

	
0.45




	
Def2TZP

	
2.558

	
3.15

	
N/A

	
N/A

	
89.8

	
0.67




	
B3LYP

	

	

	

	

	

	




	
aug-cc-pVTZ

	
2.524

	
1.77

	
N/A

	
N/A

	
90.3

	
1.23




	
ωB97X-D

	

	

	

	

	

	




	
aug-cc-pVTZ

	
2.481

	
0.04

	
N/A

	
N/A

	
89.2

	
0.00




	
MP2

	

	

	

	

	

	




	
cc-pVDZ

	
2.517

	
1.49

	
N/A

	
N/A

	
88.9

	
0.34




	
Experiment

	
2.480

	
N/A

	
N/A

	
N/A

	
89.2

	
N/A




	
PhI(OAc)2

	

	

	

	

	

	




	
B2PLYP

	

	

	

	

	

	




	
cc-pVDZ

	
2.212

	
2.60

	
2.150

	
2.87

	
164.5

	
0.30




	
aug-cc-pVTZ

	
2.178

	
1.02

	
2.081

	
0.43

	
162.8

	
0.73




	
Def2TZP

	
2.179

	
1.07

	
2.111

	
1.00

	
163.1

	
0.55




	
B3LYP

	

	

	

	

	

	




	
aug-cc-pVTZ

	
2.194

	
1.76

	
2.124

	
1.63

	
163.7

	
0.18




	
ωB97X-D

	

	

	

	

	

	




	
aug-cc-pVTZ

	
2.149

	
0.32

	
2.104

	
0.67

	
162.9

	
0.66




	
MP2

	

	

	

	

	

	




	
cc-pVDZ

	
2.187

	
1.44

	
2.122

	
1.53

	
162.7

	
0.79




	
Experiment

	
2.156

	
N/A

	
2.090

	
N/A

	
164.0

	
N/A









Table A3 compares computed bond lengths and ka for FI, IF2−, IF3, and IF5 at the ωB97X-D/CCSD(T)/aug-cc-pVTZ level of theory. Once again, ωB97X-D/aug-cc-pVTZ performs remarkably well compared to the gold standard CCSD(T). Table A4 shows calculated and experimental NMR shifts for PhICl2, PhI(OAc)2, and 1-hydroxy-1,2-benziodoxol-3(1H)-one using the B3LYP and ω97X-D functionals with the aug-cc-pVTZ basis set. Figure A1 shows a strong linear correlation between calculated isotropic magnetic stretching tensors and experimentally measured chemical shifts. The calculations done at the ωB97X-D/aug-cc-pVTZ level of theory are slightly more in agreement with experimental measurements than the B3LYP/aug-cc-pVTZ.
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Table A3. Calculated r and ka of all FI bonds in FI, IF2−, IF3, and IF5 computed at the ωB97X-D/CCSD(T)/aug-cc-pVTZ level of theory.






Table A3. Calculated r and ka of all FI bonds in FI, IF2−, IF3, and IF5 computed at the ωB97X-D/CCSD(T)/aug-cc-pVTZ level of theory.





	
Molecule

	
r (FI) Equatorial

	
ka (FI) Equatorial

	
r (FI) Axial

	
ka (FI) Axial




	
Level of Theory

	
(Å)

	
(mdyn/Å)

	
(Å)

	
(mdyn/Å)






	
FI

	

	

	

	




	
ωB97X-D/aug-cc-pVTZ

	
1.921

	
3.953

	
-

	
-




	
CCSD(T)/aug-cc-pVTZ

	
1.931

	
3.705

	
-

	
-




	
[F⋯I⋯F]−

	

	

	

	




	
ωB97X-D/aug-cc-pVTZ

	
2.089

	
1.913

	
-

	
-




	
CCSD(T)/aug-cc-pVTZ

	
2.085

	
1.746

	
-

	
-




	
IF3

	

	

	

	




	
ωB97X-D/aug-cc-pVTZ

	
1.876

	
4.087

	
1.951

	
3.327




	
CCSD(T)/aug-cc-pVTZ

	
1.878

	
4.278

	
1.950

	
3.325




	
IF5

	

	

	

	




	
ωB97X-D/aug-cc-pVTZ

	
1.840

	
4.529

	
1.901

	
3.634




	
CCSD(T)/aug-cc-pVTZ

	
1.840

	
4.706

	
1.895

	
3.834
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Table A4. Calculated and experimental NMR chemical shifts for PhICl2, PhI(OAc)2, and 1-hydroxy-1,2-benziodoxol-3(1H)-one computed using the aug-cc-pVTZ basis set [18,63,102].






Table A4. Calculated and experimental NMR chemical shifts for PhICl2, PhI(OAc)2, and 1-hydroxy-1,2-benziodoxol-3(1H)-one computed using the aug-cc-pVTZ basis set [18,63,102].














	ωB97X-D
	
	
	
	B3LYP
	
	





	Magnetic Isotropic
	δ-Calculated
	δ-Experimental
	%
	Magnetic Isotropic
	δ-Calculated
	%



	Shielding Tensor
	(ppm)
	(ppm)
	Error
	Shielding Tensor
	(ppm)
	Error



	PhICl2
	
	
	
	
	
	



	23.64
	7.58
	7.16
	5.51
	23.77
	7.51
	4.65



	23.57
	7.65
	7.40
	3.24
	23.71
	7.57
	2.19



	23.41
	7.79
	7.68
	1.42
	23.57
	7.70
	0.24



	PhIOAc2
	
	
	
	
	
	



	23.42
	7.79
	8.24
	5.81
	23.56
	7.71
	6.91



	23.50
	7.70
	7.68
	0.37
	23.67
	7.61
	0.91



	23.59
	7.62
	7.58
	0.59
	23.74
	7.54
	0.44



	29.68
	2.01
	1.92
	4.72
	29.64
	2.00
	4.02



	1-Hydroxy-1,2
	
	
	
	
	
	



	-benziodoxol-3(1H)-one
	
	
	
	
	
	



	23.45
	7.76
	7.71
	0.58
	23.61
	7.66
	0.65



	22.91
	8.26
	8.02
	2.85
	23.04
	8.20
	2.19



	23.20
	7.99
	7.97
	0.19
	23.36
	7.90
	0.90



	23.30
	7.89
	7.85
	0.50
	23.44
	7.82
	0.35










[image: Inorganics 07 00047 g0a1 550]





Figure A1. (a) Computed at the B3LYP/aug-cc-pVTZ level of theory, isotropic magnetic shielding tensors plotted against experimental NMR chemical shifts showing strong linear correlation and a slope close to -1 which is indicative of minimization of systematic error. (b) Computed at the ωB97X-D/aug-cc-pVTZ level of theory, isotropic magnetic shielding tensors plotted against experimental NMR chemical shifts again showing strong linear correlation and slope close to -1. 






Figure A1. (a) Computed at the B3LYP/aug-cc-pVTZ level of theory, isotropic magnetic shielding tensors plotted against experimental NMR chemical shifts showing strong linear correlation and a slope close to -1 which is indicative of minimization of systematic error. (b) Computed at the ωB97X-D/aug-cc-pVTZ level of theory, isotropic magnetic shielding tensors plotted against experimental NMR chemical shifts again showing strong linear correlation and slope close to -1.
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Figure 1. Schematic of the 34 molecules investigated showing the numbering system (group.molecule, e.g., 1.1–4.8) given in bold face, and natural bond orbital (NBO) charges calculated at the ωB97X-D/aug-cc-pVTZ level of theory. Note: charges in grey, blue, red, and orange are Ph/benzene, NH2, OH, OCO (red), OC(CH3)2 (red), and CN group charges, respectively, and not atomic charges. 






Figure 1. Schematic of the 34 molecules investigated showing the numbering system (group.molecule, e.g., 1.1–4.8) given in bold face, and natural bond orbital (NBO) charges calculated at the ωB97X-D/aug-cc-pVTZ level of theory. Note: charges in grey, blue, red, and orange are Ph/benzene, NH2, OH, OCO (red), OC(CH3)2 (red), and CN group charges, respectively, and not atomic charges.
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Figure 2. (a) Power relationship between bond strength order (BSO) n and ka of Group 1 bonds (axial bonds only in the case of PhIF−, PhIF2, and IF3) according to eq 2 and (b) BSO n versus ka of Y⋯I⋯A bonds for complexes 2.1–2.10, where Y and A are halogen atoms. 
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Figure 3. (a) BSO n versus for ka of Y⋯IA (3.1–4.8) (b) and BSO n versus ka of YI⋯A for complexes 3.1–4.8 according to eq 2, where A = the axial halogen atom and Y = the non-halogen atom bound axial to I. 






Figure 3. (a) BSO n versus for ka of Y⋯IA (3.1–4.8) (b) and BSO n versus ka of YI⋯A for complexes 3.1–4.8 according to eq 2, where A = the axial halogen atom and Y = the non-halogen atom bound axial to I.
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Figure 4. (a) BSO n versus (ka) of I–Ph (2.1–3.12) and I-benzene (Group 4) according to eq 2. BSO n for the equatorial I–C bonds has been scaled by a factor of 1.517. (b) Comparison of BSO n with H(rb) of all halogen–iodine interactions in complexes 1.1–2.10. The vertical dashed line separates the electrostatic region from the covalent region. 






Figure 4. (a) BSO n versus (ka) of I–Ph (2.1–3.12) and I-benzene (Group 4) according to eq 2. BSO n for the equatorial I–C bonds has been scaled by a factor of 1.517. (b) Comparison of BSO n with H(rb) of all halogen–iodine interactions in complexes 1.1–2.10. The vertical dashed line separates the electrostatic region from the covalent region.
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Figure 5. (a) Comparison of BSO n with H(rb) of iodine-non halogen axial atom (Y⋯IA) interactions in complexes 3.1–4.8 and (b) a comparison of BSO n with H(rb) of axial halogen-iodine (YI⋯A) interactions in complexes 3.1–4.8. The vertical dashed line separates the electrostatic region from the covalent region. 






Figure 5. (a) Comparison of BSO n with H(rb) of iodine-non halogen axial atom (Y⋯IA) interactions in complexes 3.1–4.8 and (b) a comparison of BSO n with H(rb) of axial halogen-iodine (YI⋯A) interactions in complexes 3.1–4.8. The vertical dashed line separates the electrostatic region from the covalent region.
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Table 1. Bond distance (r), ka, ωa, BSO n, ρ(rb), H(rb), and %3c–4e for Y–I (1.1), Y–I⋯A (1.3), and Y⋯I⋯A bonds in 1.2, 1.4–4.8, where Y = A in 2.1–2.4, Y–I = the stronger of the two axial bonds in 1.3 and 2.5–4.8.






Table 1. Bond distance (r), ka, ωa, BSO n, ρ(rb), H(rb), and %3c–4e for Y–I (1.1), Y–I⋯A (1.3), and Y⋯I⋯A bonds in 1.2, 1.4–4.8, where Y = A in 2.1–2.4, Y–I = the stronger of the two axial bonds in 1.3 and 2.5–4.8.





	

	
#

	
Bond Analyzed

	
r

	
ka

	
BSO n

	
ωa

	
ρ(rb)

	
H(rb)

	
r

	
ka

	
BSO n

	
ωa

	
ρ(rb)

	
H(rb)

	
%3c–4e




	
(Y–I; I–A)

	
(Y–I)

	
(Y–I)

	
(Y–I)

	
(Y–I)

	
(Y–I)

	
(Y–I)

	
(I–A)

	
(I–A)

	
(I–A)

	
(I–A)

	
(I–A)

	
(I–A)






	
Group1

	
1.1

	
F–I

	
1.921

	
3.953

	
1.000

	
637

	
0.900

	
−0.401

	
-

	
-

	
-

	
-

	
-

	
-

	
-




	
1.2

	
F–I; I–F

	
2.089

	
1.913

	
0.500

	
443

	
0.615

	
−0.181

	
2.089

	
1.913

	
0.500

	
443

	
0.615

	
−0.181

	
100




	
1.3

	
C–I; I–F

	
2.173

	
1.843

	
0.482

	
534

	
0.761

	
−0.359

	
2.282

	
0.803

	
0.218

	
287

	
0.428

	
−0.064

	
45




	
1.4

	
F–I; I–F

	
1.951

	
3.327

	
0.848

	
585

	
0.875

	
−0.417

	
1.951

	
3.327

	
0.848

	
585

	
0.875

	
−0.417

	
100




	
Group2
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2.1

	
F–I; I F

	
1.997

	
2.666

	
0.686

	
523

	
0.783

	
−0.334

	
1.997

	
2.666

	
0.686

	
523

	
0.783

	
−0.334

	
100




	
2.2

	
Cl–I; I–Cl

	
2.481

	
1.420

	
0.376

	
297

	
0.542

	
−0.193

	
2.481

	
1.420

	
0.376

	
297

	
0.542

	
−0.193

	
100




	
2.3

	
Br–I; I–Br

	
2.651

	
1.140

	
0.305

	
155

	
0.465

	
−0.136

	
2.651

	
1.140

	
0.305

	
155

	
0.465

	
−0.136

	
100




	
2.4

	
I–I; I–I

	
2.892

	
0.910

	
0.246

	
199

	
0.380

	
−0.092

	
2.892

	
0.904

	
0.244

	
156

	
0.380

	
−0.092

	
100




	
2.5

	
F–I; I–Cl

	
2.014

	
2.395

	
0.619

	
496

	
0.759

	
−0.313

	
2.454

	
1.606

	
0.423

	
315

	
0.567

	
−0.216

	
68




	
2.6

	
F–I; I–Br

	
2.025

	
2.296

	
0.595

	
486

	
0.745

	
−0.300

	
2.606

	
1.416

	
0.375

	
222

	
0.503

	
−0.164

	
63




	
2.7

	
F–I; I–I)

	
2.039

	
2.168

	
0.563

	
472

	
0.725

	
−0.284

	
2.821

	
1.208

	
0.322

	
180

	
0.431

	
−0.123

	
57




	
2.8

	
Cl–I; I–Br

	
2.498

	
1.344

	
0.357

	
288

	
0.525

	
−0.180

	
2.632

	
1.235

	
0.329

	
208

	
0.481

	
−0.147

	
92




	
2.9

	
Cl–I; I–I

	
2.522

	
1.250

	
0.333

	
278

	
0.503

	
−0.163

	
2.847

	
1.088

	
0.292

	
171

	
0.412

	
−0.111

	
88




	
2.10

	
Br–I; I–I

	
2.677

	
1.045

	
0.281

	
191

	
0.443

	
−0.121

	
2.865

	
1.011

	
0.272

	
164

	
0.399

	
−0.103

	
97




	
Group 3
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3.1

	
N–I; I–F

	
2.080

	
2.038

	
0.531

	
524

	
0.854

	
−0.481

	
2.084

	
1.826

	
0.478

	
433

	
0.654

	
−0.228

	
90




	
3.2

	
N–I; I–Cl

	
2.087

	
1.887

	
0.493

	
504

	
0.851

	
−0.472

	
2.611

	
0.911

	
0.246

	
238

	
0.419

	
−0.110

	
50




	
3.3

	
N–I; I–Br

	
2.100

	
1.775

	
0.465

	
489

	
0.835

	
−0.456

	
2.767

	
0.894

	
0.242

	
177

	
0.371

	
−0.084

	
52




	
3.4

	
N–I; I–I

	
2.113

	
1.660

	
0.436

	
473

	
0.817

	
−0.437

	
2.998

	
0.723

	
0.197

	
139

	
0.315

	
−0.061

	
45




	
3.5

	
O–I; I–F

	
2.031

	
2.417

	
0.625

	
537

	
0.836

	
−0.435

	
2.036

	
2.275

	
0.590

	
483

	
0.722

	
−0.283

	
94




	
3.6

	
O–I; I–Cl

	
2.042

	
2.231

	
0.579

	
516

	
0.822

	
−0.419

	
2.520

	
1.301

	
0.346

	
284

	
0.500

	
−0.165

	
60




	
3.7

	
O–I; I–Br

	
2.051

	
2.138

	
0.556

	
505

	
0.761

	
−0.365

	
2.676

	
1.108

	
0.297

	
197

	
0.425

	
−0.112

	
53




	
3.8

	
O–I; I–I

	
2.064

	
2.021

	
0.527

	
491

	
0.790

	
−0.388

	
2.895

	
0.940

	
0.254

	
159

	
0.378

	
−0.093

	
48




	
3.9

	
F–I; I–C

	
2.038

	
2.211

	
0.574

	
476

	
0.722

	
−0.282

	
2.154

	
1.805

	
0.473

	
529

	
0.763

	
−0.388

	
82




	
3.10

	
C–I; I–Cl

	
2.174

	
1.551

	
0.409

	
490

	
0.705

	
−0.334

	
2.519

	
1.283

	
0.341

	
282

	
0.474

	
−0.147

	
83




	
3.11

	
C–I; I–Br

	
2.189

	
1.410

	
0.373

	
467

	
0.681

	
−0.311

	
2.672

	
1.095

	
0.293

	
195

	
0.421

	
−0.111

	
79




	
3.12

	
C–I; I–I

	
2.213

	
1.232

	
0.328

	
437

	
0.644

	
−0.279

	
2.887

	
0.946

	
0.255

	
159

	
0.365

	
−0.086

	
78




	
Group 4
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4.1

	
F–I; I–O

	
1.993

	
2.622

	
0.675

	
519

	
0.757

	
−0.313

	
2.079

	
2.102

	
0.547

	
501

	
0.719

	
−0.325

	
81




	
4.2

	
O–I; I–Cl

	
2.102

	
1.869

	
0.489

	
473

	
0.682

	
−0.291

	
2.448

	
1.574

	
0.415

	
312

	
0.536

	
−0.190

	
85




	
4.3

	
O–I; I–Br

	
2.117

	
1.699

	
0.446

	
451

	
0.657

	
−0.269

	
2.598

	
1.394

	
0.369

	
221

	
0.473

	
−0.142

	
83




	
4.4

	
O–I; I–I

	
2.141

	
1.451

	
0.384

	
416

	
0.623

	
−0.238

	
2.809

	
1.195

	
0.319

	
179

	
0.408

	
−0.108

	
83




	
4.5

	
O–I; I–F

	
2.032

	
2.419

	
0.625

	
538

	
0.800

	
−0.403

	
2.024

	
2.329

	
0.603

	
489

	
0.710

	
−0.274

	
96




	
4.6

	
O–I; I–Cl

	
2.041

	
2.218

	
0.576

	
515

	
0.781

	
−0.384

	
2.503

	
1.322

	
0.351

	
286

	
0.482

	
−0.153

	
61




	
4.7

	
O–I; I–Br

	
2.050

	
2.155

	
0.560

	
507

	
0.763

	
−0.367

	
2.658

	
1.131

	
0.303

	
199

	
0.424

	
−0.113

	
54




	
4.8

	
O–I; I–I

	
2.063

	
2.011

	
0.524

	
490

	
0.739

	
−0.343

	
2.875

	
0.973

	
0.262

	
161

	
0.364

	
−0.085

	
50








a Calculated at the ωB97X-D/aug-cc-pVTZ level of theory. r are given in Å, ρ(rb) in e/Å3, H(rb) in Hartree/Å3, ka in mdyn/Å, BSO n, %3c–4e calculated in terms of BSO n, and ωa in cm−1. In Group 4, R = CO (4.1–4.4). For 4.5–4.8, R = C(CH3)2.
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