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Abstract: Due to the significant increase in heavy feedstocks being transported to refineries and the
hydrocracking process, the significance of adopting an ebullated bed reactor has been reemphasized
in recent years. The predictive modelling of gas hold-up in an ebullated two-phase reactor was
performed using 10 machine learning methods based on support vector machine (SVM) and Gaussian
process regression (GPR) in this study. In an ebullated bed reactor, the impacts of three features,
namely liquid velocity, gas velocity, and recycling ratio, on the gas hold-up were examined. The
liquid velocity has the most impact on the predicted gas hold-up, according to the feature significance
analysis. The rotational-quadratic, squared-exponential, Matern 5/2, and exponential kernel functions
integrated with the GPR models and the linear, quadratic, cubic, fine, medium, and coarse kernel
functions integrated with the SVM model performed well during training and testing, with the
exception of the fine SVM model, whose R? is very low. According to the R? > 0.9 and low RMSE and
MAE values, the rotational-quadratic, squared-exponential, and Matern 5/2 GPR models performed
the best.

Keywords: ebullated bed reactor; gas hold-up; non-Newtonian fluid; Gaussian process regression

1. Introduction

Industries have shown considerable interest in ebullated bed reactors (EBRs), a kind
of multi-stage catalytic reactor often used in hydrocracking and hydro-desulfurization of
petroleum waste [1]. Effective performance of the EBRs requires a three-phase system with
the gas phase consisting of hydrogen and partially vaporized hydrocarbons, the liquid
phase being the non-evaporated heavy parts of the hydrocarbon feed, and the solid phase
being the catalyst, the physical properties of which cause liquefaction within the reactor [2].
Heavy oil upgrading frequently makes use of ebullated bed reactors for thermally cracking
and catalytically hydrogenating atmosphere and vacuum tower waste [3]. Significant
attention has been paid to the implications of the internal recycling geometry on column
performance, since these units have historically encountered very high solids-free gas
hold-ups exceeding 30%, dislodging the heavy feed and restricting product throughput [4].
In an earlier attempt to lessen gas hold, a recycling pan was installed at the head of
the ebullated bed reactor’s internal recycle line [5]. This layout was introduced in the
freeboard area of the reactor to improve gas disengagement above the catalyst bed [6].
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Additional testing revealed that this first-generation recycling pan produced a stable, gas-
rich effervescent foam zone at the top of the reactor that extended down into the recycle line,
hence enhancing gas re-entrainment and gas hold-up [2,3]. Since then, the industrial design
community has come up with next-generation separators that can cut overall gas hold-up
by a few percent, which translates to massive gains in liquid feed output [7]. Heavy crude
oil processing has significant challenges that can be mitigated with advances in this process
and related technologies [8]. When new laws or shifts in the selectivity of the process
cause challenges for H-Oil industrial licensees, a prompt response is essential. Chemical
engineering studies and the accompanying scale-up/down techniques in facility design
(including the cold mock-up and bench unit) are some of the key technological means of
meeting these needs. These techniques and resources should be easy to use while still
mimicking real-world factory settings as closely as possible. New approaches to solving
these issues are needed quickly by engineers and academics due to the complexity of the
process and petroleum inputs.

Several experimental studies have been conducted on the application of ebullated
bed reactors for the hydrotreating of heavy crude oil. Mowla and Ioannidis [9], in their
investigation, used a cold model experimental setup consisting of air, water, and solid
particles to examine the hydrodynamics of EBRs. Individual hold-ups and dispersion
coefficients in a lab-scale ebullated bed column were estimated by the authors using
the pressure gradient method and the residence time distribution (RTD) approach. In
addition, the system’s hydraulic efficiency was calculated. The findings revealed that
individual hold-ups and dispersion coefficients were found to be most affected by the
liquid internal recycle ratio that typified the EBRs. To accurately forecast phase hold-ups
and dispersion coefficients, empirical correlations were developed. Hassan et al. [10]
performed a hydrodynamic study of an EBR used for heavy oil cracking. Their findings
demonstrated that the individual hold-ups and bubble size are mostly influenced by the
liquid internal reflux ratio, which is characteristic of ebullated bed reactors. Lane et al. [3]
reported a fully functioning three-dimensional computational fluid dynamic framework
for simulating the gas separation area in EBR. This framework helps to capture fluid
motion in both the tangential and rotational directions as well as the transient dynamics of
gas separation.

Since hydrodynamics and operating conditions are crucial to the efficiency and per-
formance of EBR used in industrial hydro-processing, it is expedient to investigate the
inter-relationship between these operating parameters and the gas hold-up, which is the
focus of this study [2]. Besides experimental studies, modelling approaches have been
employed to investigate gas hold-up in an ebullated bed reactor based on different condi-
tions. Mowla et al. [11] employed a two-fluid model to investigate the precision of models
in predicting gas hold-up inside both the pilot scale system and the recycling line. In the
context of homogenous flow, when the appropriate bubble size is considered, the models
accurately estimated the gas hold-up in the column with an error rate of less than 5%. In
contrast to the empirical results, the models did not anticipate the presence of any gas
entrained in the recycling line. Mach et al. [12] performed a fluid dynamic modelling of a
commercial ebullated bed hydroprocessor. The authors performed a sensitivity analysis to
examine the influence of several factors on the flow rates of recycled gas and liquid, the
distribution of bubble sizes, and the bed gas hold-up. The experimental results indicate that
a slight shift in the bubble size distribution towards bigger sizes has a notable impact on the
bed gas hold-up. This finding suggests that modifying or redesigning the distributor might
potentially enhance the capacity of the hydroprocessor. Although computational fluid
dynamics have been employed to model the effect of different conditions in an ebullated
bed reactor, the non-linear relationship between the process conditions and the gas hold-up
has not been investigated. This gap can be filled by employing machine learning algorithms
such as support vector machine regression (SVM) and Gaussian process regression (GPR)
to model the gas hold-up of a two-phase ebullated bed reactor.
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Predictive modelling using machine learning algorithms such as SVM and GPR has
been reported for several processes. Koji¢ and Omorjan [13] employed SVM for modelling
the prediction of gas hold-up based on hydrodynamic parameters in an airlift reactor. The
authors’ statistical analysis of the model indicated that the suggested generalized SVM
model exhibited superior predictive accuracy compared to Artificial Neural Networks
(ANN), as evidenced by a lower average absolute relative error for the gas hold-up. Gandhi
and Joshi [14] employed a hybrid Genetic Algorithm-Support Vector Regression (GA-SVR)
approach to construct a data-driven model for determining the total gas hold-up. The
SVR-based model accurately estimates the values of gas hold-up, demonstrating a high
level of agreement with the actual values. Unlike SVM, there is a dearth of studies on the
application of GPR for modelling the prediction of gas hold-up. However, the GPR model
has been employed to model different processes such as the prediction of hydrodynamic
interactions [15], the prediction of dynamic viscosity in a nanofluid [16], and the prediction
of powder hydrodynamics in a screw reactor [17]. An extensive literature search showed
that SVM and GPR models have not been comparatively employed for modeling gas hold-
up of two-phase ebullated bed reactor. Therefore, this study focuses on the application
of SVM and GPR to model the gas hold-up of a two-phase ebullated bed reactor. The
application of SVM and GPR in this study will help to develop a predictive model whereby
the non-linear relationship between the input features and the target response can be
employed to predict the output. Hence, the algorithm could subsequently be employed to
improve the process performance.

2. Materials and Methods

Figure 1 depicts the experimental setup that was employed in this study for the data
acquisition. The experimental setup consisted of a 2.0 m tall exterior column constructed
from frosted glass acrylic with a diameter of 82 mm and a thickness of 5 mm. Non-
Newtonian liquid consisting of water and polymethyl cellulose (PMC) (0.2 wt%) was used
to fill the 40 L feeding tank. The trials for this study included a range of liquid flow rates
(0.5, 1, 1.5 cm/s) and varying petrol pumping rates (1.5, 3, 4.5 cm/s), with liquid and
air entering the column from the bottom through the pre-mixing region underneath the
distributor network. To improve the dispersion of liquid and gas, this section has ceramic
and plastic rings. Water was primarily introduced as the first step, and the liquid feed pump
(P1) was then turned on. For the recycled liquid to be recovered to the recycling beaker near
the top of the reactor via an internal return line of the uniform diameter of 25 mm located
inside the reactor vessel with the recirculation pump (F3), the recycling pump (P2) in the
column was quickly turned on at different recycle ratios (1, 1.5, and 2). The use of different
recycle ratios helps to understand the impact of recycling the liquid on the gas hold-up.
The recycle ratio was selected using a step increase of 0.5 to determine an incremental effect
on the gas hold-up. The air for the column was supplied through the flowmeter (F2) at the
desired flow rate using a compressor. To monitor the local pressure inside the column, each
pressure tap was individually connected to a pressure gauge (Bourdon gauge, Germany,
with a gauge measure of 0-200 mbar). Fifteen minutes was enough time for the experiment
to attain a steady state. The average data were used after each run had been performed
two to three times.
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Figure 1. The schematic diagram of experimental rig.

3. Model Description and Configurations
3.1. Support Vector Machine Regression

Support vector machine (SVM) analysis was created by Vapnik and his colleagues [18],
and it has since grown to be a well-known machine learning method for classification
and regression. SVM regression is a type of nonparametric approach since it makes use
of kernel functions [19]. Because it can learn nonlinear decision surfaces, it is flexible and
performs well with both a small number of instances and a large number of predictors [20].
In order to represent the observations (data) as points in space, the SVM technique maps
the original observations of different classes (categories) such that they are separated by an
evident gap that is as big as possible. Future observations are predicted by projecting them
into the same region, where they are then divided into two groups based on whether or not
they fall on the boundary [21]. The support vector regression (SVR) method is based on the
SVM algorithm for binary response variables. The main principle of the method is to only
utilize residuals that are less in absolute value than the constant in order to fit a tube with a
width of the data.

3.2. Gaussian Process Regression

GPR is categorized as a kernel-based approach in machine learning since it may
employ a number of kernels depending on the data being studied [22]. For the retrieval of
biophysical parameters in remote sensing applications, several kernel-based strategies have
been investigated in the literature, including support vector machine (SVM), relevance
vector machine (RVM), and GPR. In particular, GPR has shown a notable improvement
over earlier non-linear non-parametric methods [23]. In this study, we investigate the
parallels and discrepancies between SVR and GPR. To address problems with regression
and classification, non-parametric probabilistic techniques like Gaussian processes (GPs)
are used [24]. A Gaussian process may be described by the mean and covariance (or
kernel) function in the same manner as a Gaussian distribution. The kernel assesses
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the comparability of the traits that GPR uses to forecast the biophysical parameters [25].
A Bayesian framework is used to teach general practitioners.

3.3. Effect of Kernel Functions on Model Performance

The kernel function is a mathematical operation that transforms data from its original
dimension to a higher dimension, producing a scalar output by the use of dot products
between vectors [26]. The output of a kernel approach is scalar, facilitating the reduction in
dimensionality and enabling the avoidance of computationally intensive tasks associated
with classifying categories [27]. The phenomenon being seen can be attributed to the
efficacy of the kernel trick. The use of kernels in the field of machine learning is employed
as a means to effectively handle the presence of nonlinearity within the dataset. The
inclusion of a user-defined kernel function, also known as a similarity function, introduces
an additional dimension to the dataset, enabling regression analysis of the datasets. In
this study, the effect of different kernel functions on the performance of the SVM and GPR
models was investigated.

3.4. Model Configuration and Training

The stages involved in the modeling process are depicted in Figure 2. This consists of
the data collection, data pre-processing, configuration of the model, training, and prediction.
The SVM and GPR were configured to incorporate different kernel functions. The effect of
using six different kernel functions such as linear, quadratic, cubic, fine, medium, and course
on the SVM model was investigated. The effects of using four different kernel functions
such as rotational-quadratic, squared-exponential, Matern 5/2, and exponential on the GPR
model were also investigated. To obtain optimal results from machine learning models,
hyperparameter adjustment is required. Tuning is the process of selecting the best possible
value for a model’s parameters by ranking the available regressors. Different hypermeters
were employed to tune the models for the best performance. Model performance is
frequently impacted by underfitting and overfitting. This study employed a five-fold
cross-validation validation process to demonstrate a satisfactory compromise between
the model’s bias and variance. The goal of supervised learning’s training procedure is
to decrease the error between the predicted and observed value. To train the model, the
cross-validation algorithm was employed to make sure the model was appropriate for the
prediction of the target. Both feature selection and hyperparameter adjustment are vital
for successful training. The five-fold cross-validation method uses a five-fold data split
during training. The model is taught using the four folds of data and tested using the
left-over fold of data throughout the training phase. The model accuracy was evaluated
using the coefficient of determination (R?), root mean square error (RMSE), and mean
absolute error (MAE).

/ \ High performance matrix
Kernel
Data functions
collection l
=
preprocessing Kernel
\ —/ functions
{ Low performance matrix

Figure 2. Model configurations and training.
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3.5. Feature Selection

The importance and relevance of the three features used in this study on the predicted
output were examined using an F-test, and significance was ranked then using the p-values
of the F-test statistics. Each F-test tests the hypothesis that the response values grouped
by predictor variable values are drawn from populations with the same mean against the
alternative hypothesis that the population means are not all the same. Scores correspond
to -log(p).

4. Results and Discussion

The features used in this study include liquid velocity, gas velocity, and recycle ratio,
while the targeted output is the gas hold-up. Some studies have shown that gas hold-up
has a positive correlation with gas velocity and liquid velocity when considering various
gas hold-up conditions [27-29]. At low surface gas velocities, the liquid velocity is very
modest, resulting in a negligible impact of velocity gradients on bubbles. Consequently, the
bubbles tend to disperse uniformly in the radial direction. In this study, 37 datasets consist
of input features such as the liquid velocity, the gas velocity, and the recycle ratio as well
as the gas hold-up, which is the targeted output. The descriptive statistics for the input
features and the targeted parameters are summarized in Table 1. The relationship between
liquid velocity, gas velocity, and gas hold-up is displayed in Figure 3.

Table 1. Descriptive statistics of the input and targeted parameter.

Parameters Range Minimum Maximum  Mean Std. Deviation  Variance
Liquid velocity (cm/s) 1.50 0.50 2.00 1.25 0.57 0.32
Gas velocity (cm/s) 3.00 1.50 4.50 3.00 1.24 1.54
Recycle ratio 1.00 1.00 2.00 1.50 0.41 0.17
Gas hold-up 0.38 0.25 0.63 0.39 0.09 0.01

. 025
I 0.30
I 0.35
. 0.40
[ 045
1 0.50
055
[ 0.60

Gas hold up

Figure 3. The schematic representation of the relationship between gas velocity, liquid velocity, and
gas hold-up.

4.1. Hyperparameter Tuning

In order to obtain a better learning performance of SVM and GPR models, various
hyperparameters were tuned. These hyperparameters include the kernel functions, kernel
scales, Box constraint, epsilon, and standardized data. For the SVM model, four kernel
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functions, namely linear, quadratic, cubic, and Gaussian, were employed to enhance
the training performance of the models. Kernel functions such as rotational-quadratic,
squared-exponential, Matern 5/2 and exponential were employed to enhance the training
performance of the GPR models. Most of the kernel scales were set to automatic, except
for GPR incorporated with fine Gaussian, medium Gaussian, and coarse Gaussian kernel
functions. The kernel scale allows the input parameters to be scaled as a function of the
features before being applied in the kernel function. The box constraints help to prevent
overfitting of the data and they are set to automatic for all the models. To prevent overfitting,
the box constraints regulate the level of penalty applied to observations that have significant
residuals. A bigger box restriction results in a model that exhibits greater flexibility. A lower
numerical value corresponds to a more rigid model, exhibiting reduced susceptibility to
overfitting. The dataset was standardized for each of the models for each processing and
analysis, as shown in Table 2.

Table 2. Hyperparameter tuning of the SVM GPR models.

Model Kernel Function Kernel Scale Box Constraint Standardize Data
Linear SVM Linear Automatic Automatic Yes
Quadratic SVM Quadratic Automatic Automatic Yes
Cubic SVM Cubic Automatic Automatic Yes
Fine Gaussian SVM Gaussian 0.43 Automatic Yes
Medium Gaussian SVM Gaussian 1.7 Automatic Yes
Coarse Gaussian SVM Gaussian 6.9 Automatic Yes
Rotational Quadratic GPR Rotational quadratic Automatic Automatic Yes
Squared-Exponential GPR  Squared-Exponential Automatic Automatic Yes
Matern 5/2 GPR Matern 5/2 Automatic Automatic Yes
Exponential GPR Exponential Automatic Automatic Yes

4.2. The Training and Testing Performance of the Models

Each of the SVM and GPR were trained and tested based on the kernel functions
shown in Table 3. The training results revealed that the SVM incorporated with linear,
quadratic, cubic, medium and coarse kernel functions have good performance as indicated
by the R? values > 0.9. The SVM incorporated with a fine kernel function displayed the
worst performance, as indicated by the R? of 0.843. The testing of the models on the dataset
also indicated good performance for the SVM models incorporated with linear, quadratic,
cubic, medium, and coarse kernel functions, with the exception of the SVM incorporated
with the fine kernel function. Compared with the SVM models, the GPR models displayed
good training and testing performance with all the kernel functions, as indicated by the
R? > 0.9. It can be inferred that the GPR models have better training and testing performance
compared with the SVM models.

Table 3. Training and testing performance of models using the dataset.

Training Testing
Model Type Kernel Function 2 2

RMSE R MAE RMSE R MAE
SVM Linear 0.024 0.929 0.018 0.018 0.920 0.017
SVM Quadratic 0.008 0.993 0.006 0.003 0.998 0.003
SVM Cubic 0.007 0.993 0.007 0.007 0.988 0.006
SVM Fine 0.036 0.843 0.021 0.062 0.030 0.054
SVM Medium 0.015 0.972 0.011 0.015 0.946 0.014
SVM Coarse 0.034 0.860 0.022 0.026 0.832 0.021
GPR Rotational-Quadratic 0.000 0.999 0.000 0.001 0.999 0.001
GPR Squared-Exponential 0.000 0.999 0.000 0.001 0.999 0.001
GPR Matern 5/2 0.000 0.999 0.000 0.001 0.999 0.001

GPR Exponential 0.000 0.999 0.000 0.008 0.983 0.006
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4.3. Predictive Performance of the Models

The performance of the SVM models in predicting gas hold-up in a two-phase ebul-
lated bed reactor is depicted in Figures 4 and 5. It can be seen that the different kernel
functions significantly influence the performance of the SVN models as indicated by the
R? values. The incorporation of linear kernel functions resulted in an R? of 0.919 and
predicted errors measured via MAE and RMSE of 0.017 and 0.017, respectively. A better
performance than the SVM incorporated with the linear kernel function is displayed by the
SVM incorporated with the quadratic, cubic, and medium kernel functions as indicated by
the RZ of 0.997, 0.988, and 0.946, respectively. However, the SVM model incorporated with
fine and coarse kernel functions underperformed, as indicated by the R? 0f 0.029 and 0.832,
respectively. Overall, the SVM incorporated with the quadratic kernel function had the best
performance amongst the SVM models, indicated by the highest values of R?> and lowest
values of MAE and RMSE. The application of SVM with quadratic kernel functions for
predicting lornoxicam solubility in the supercritical solvent has been reported by [28,29].
The study revealed that the SVM-quadratic model displayed an impressive R? of 0.967,
indicating a strong correlation between the predicted and actual solubility values. In a
similar study, a quadratic support vector machine was found to be robust in modelling
fault diagnosis methodology for nuclear power plants as reported by [30]. The use of the
quadratic kernel function has proven to be efficacious when dealing with datasets that
include a large number of dimensions but have a comparatively limited quantity of training
samples [31]. The incorporation of the quadratic kernel function will enhance the model’s
ability to capture non-linear correlations within the input data [32,33]. The computational
efficiency of the method is particularly notable when using quadratic kernel functions.
The study revealed that the anticipated methodology advances the efficiency of the fault
diagnosis and can be incorporated into the fault diagnosis module to portray an operator
support system to maintain safety and reliability.

The performance of the GPR models incorporated with four different kernel functions,
namely rotational-quadratic, squared-exponential, Matern 5/2, and exponential, is depicted
in Figures 6 and 7. As shown in Table 4, all the kernel functions displayed good performance
in modelling the predictions of gas hold-up in a two-phase ebullated bed reactor, as
indicated by high R? values displayed by all the models. With R? values > 0.9, the predicted
gas hold-up in the two-phase ebullated reactor is strongly correlated with the actual
values. Overall, the rotational-quadratic, squared-exponential, and Matern 5/2 functions
have robust capabilities to significantly enhance the performance of the GPR models in
modelling the prediction of the gas hold-up in a two-phase ebullated bed reactor. As shown
in Figure 8, the three models have good predictability with minimal errors based on the
MAE and RMSE.

Table 4. Predictive performance of the models.

Model Kernel Functions MAE RMSE R2
SVM Linear 0.017 0.017 0.919
SVM Quadratic 0.002 0.003 0.997
SVM Cubic 0.005 0.006 0.988
SVM Fine 0.054 0.062 0.029
SVM Medium 0.013 0.014 0.946
SVM Coarse 0.021 0.025 0.832
GPR Rotational-Quadratic 0.001 0.001 0.999
GPR Squared-Exponential 0.001 0.001 0.999
GPR Matern 5/2 0.001 0.001 0.999

GPR Exponential 0.006 0.008 0.982
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Figure 4. (a) The dispersion plot and (b) parity plot for the linear SVN model. (c) The dispersion plot
and (d) parity plot for the quadratic SVN model. (e) The dispersion plot and (f) parity plot for the

cubic SVN model.
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Figure 6. (a) The dispersion plot and (b) parity plot for the rotational-quadratic GPR model. (c) The
dispersion plot and (d) parity plot for the squared-exponential GPR model. (e) The dispersion plot

and (f) parity plot for the Matern 5/2 GPR model.
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Figure 7. (a) The dispersion plot and (b) parity plot for the exponential GPR model.
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Figure 8. Comparison of the RMSE of the models.

4.4. Feature Selection

The feature importance of the predicted gas hold-up was analyzed using the F-test as
indicated by Figure 9. Based on the analysis, the liquid velocity, gas velocity, and recycle
ratio have feature importance scores of 12.19, 4.08, and 3.05, respectively. This indicates that
liquid velocity is the most important feature, with the highest influence on the predicted
gas hold-up.
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Figure 9. Feature importance scores sorted using F-tests.

5. Conclusions

This study employed 10 machine learning algorithms based on SVM and GPR to model
the prediction of gas hold-up in an ebullated two-phase reactor. The effects of three features,
namely liquid velocity, gas velocity, and recycle ratio, on the gas hold-up in ebullated bed
reactors were investigated. The feature importance analysis revealed that the liquid velocity
has the most significant effect on the predicted gas hold-up, as indicated by the importance
score of 12 compared to the gas velocity and recycle ratio, which have importance scores of
4 and 3.5, respectively. The training and testing of the linear, quadratic, cubic, fine, medium,
and course kernel functions incorporated with the SVM model and the rotational-quadratic,
squared-exponential, Matern 5/2, and exponential functions incorporated with the GPR
models displayed good performance except for the fine SVM model, since the R? is very
low. The rotational-quadratic, squared-exponential, and Matern 5/2 GPR models displayed
the best performance, as indicated by the R? > 0.9 and low RMSE and MAE values.
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