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Abstract: A general method for solving a linear stability problem of an interface with a continuous
internal structure is described. Such interfaces or fronts are commonly found in various branches of
physics, such as combustion and plasma physics. It extends simplified analysis of an infinitely thin
discontinuous front by means of numerical integration along the steady-state solution. Two examples
are presented to demonstrate the application of the method for 1D pulsating instability in magnetic
deflagration and 2D Darrieus-Landau instability in a laser ablation wave.
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1. Introduction

Linear stability analysis is a powerful technique for investigating a system’s response
to small perturbations and answering the main question about whether the system is
stable or not. It has been used to predict and explore a vast majority of fluid and plasma
instabilities, including Rayleigh-Taylor (RT), Kelvin—-Helmholtz, and Darrieus-Landau
(DL) instabilities, in addition to many others [1,2].

As a rule, investigation of any instability starts with the analysis of the interface as a
discontinuity. It assumes zero thickness of the front, where the flow quantities experience
a jump and all the transport mechanisms are neglected. It is justified by the fact that
the characteristic length scale of the problem is much larger than the front width. Such
an approach simplifies treatment of the governing equations, and in many cases, the
dispersion relation can be derived analytically. However, the obtained results may differ a
lot from or even contradict experimental observations. For example, the RT instability in
inertial confinement fusion distorts the pellet symmetry, decreasing the fuel compression
and limiting the net gain of nuclear reaction [3]. This was confirmed experimentally,
but the instability evolves at a much slower pace than that estimated with the discontinuity
approach. Another more illustrative example comes from combustion theory, where a
planar flame front of zero thickness was predicted to be unstable due to the Darrieus—
Landau instability [1,4], while experiments reveal stable flame propagation with a planar
front. Later, those contradictions were resolved by taking into account transport processes
within the front and its finite thickness.

As we can see, taking into account the finite front width affects the results of the stabil-
ity analysis both quantitatively and qualitatively. Furthermore, it yields the characteristic
length scale of the instability or the cut-off wave length, if there is one. There are several
ways to include the interface thickness under consideration. The simplest option is to spec-
ify the front structure artificially, e.g., linear or exponential spatial distribution. The specific
profile is chosen in such a way that solving the problem is facilitated. A typical example
is to assume an exponential density profile in studies of various instabilities in plasma
physics [2,5]. Very often, such a consideration requires an additional matching condition at
the front. For example, the model of a discontinuous ablation front used to study the RT
instability contains a deficit in the boundary conditions; the number of unknowns exceeds
the number of conservation laws at the front by one. This deficit was first encountered for
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the RT instability in laser fusion [6], and it is common for other problems as well [7]. In the
case of incompressible flow, the extra condition may be easily guessed; it is the well-known
DL condition of a constant flame velocity with respect to the fuel mixture; one may also
prove it rigorously for an isobaric flow [1,4]. When compression effects are taken into
account, the problem of the additional boundary condition becomes a difficulty again.
Incorrect assumptions may lead to contradictory results and erroneous conclusions [7,8].

This paper is devoted to a method of solving the stability problem at the interface with
a realistic continuous internal structure. It eliminates the problem of the extra matching
condition by integrating the perturbed equations along the continuous profile of the steady-
state solution. It has already been used previously [8-11]; however, its thorough description
is still missing, which makes it difficult to apply in different fields. Below, we present a
general algorithm of the method and discuss all essential steps that are necessary for its
application. This is followed by two examples where the method is used for 1D and 2D
problems. The paper finishes with a conclusion section.

2. General Algorithm

The whole algorithm consists of several consequent steps. For a typical 2D stability
problem with dispersion relation o = o(k), where ¢ is the instability growth rate and k is
the perturbation wave number, these steps are the following:

(a) Compute the steady-state solution and obtain the 1D profile;

(b) Derive the linearized system of equations in 2D;

(¢) Fixk;

(d) Fixo;

(e) Compute the eigenvalues (modes u) with eigenvectors of the perturbed system;

(f) For every mode, integrate the perturbed system and gather the perturbation ampli-
tudes into a matrix;

(g) Compute the determinant of this matrix;

(h) Change o and repeat steps (e—g), searching for the zero determinant;

(i) Repeat steps (d-h) for different k to complete the dispersion relation.

Below, we will discuss each of these steps.

(a) The internal structure of the stationary front profile is defined by transport mecha-
nisms and sources, if there are any; dissipative processes, like viscous dissipation,
are omitted, as they do not allow a steady-state solution. Finding a steady state is a
separate and standalone problem, which is not covered by this paper; typical profiles
are shown in Figures 1 and 3.
The profile can be virtually split into three parts: a central one—the actual front, where
the media changes its phase—and the two uniform regions (tails) far from the central
part.

(b) Next, we apply small perturbations to the steady-state solution. In the 2D case, every
system independent variable (such as density, temperature, and velocity) is written as

¢ = @o(x) + ¢(x) exp(at +iky), 1

where ¢ is a stead-state solution varying along the x coordinate, ¢ is the instability
growth rate, k is the perturbation wave number, t stands for time, and y is a coordinate
normal to the profile. It is important to notice that the perturbed part (¢) varies
along the profile, while in the perpendicular direction, it is determined by the wave
number. In general, the instability growth rate ¢ is a complex number, with the
real part standing for the growth or damping rate of the perturbations, and the
imaginary part standing for the oscillation frequency. If the real part of ¢ is positive, the
perturbations grow, leading to an unstable solution. Negative real o implies damping
of the perturbations and stable configuration of the front. Usually, the stability analysis
resolves only either the pure real or pure imaginary part of the instability.
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A necessary condition for the applicability of the method is the possibility of writing
down the linearized system in the following form:

17 ~

— =F k)g. 2

5 = (90,0, k) 2
This system has N independent variables. It is important to notice that the matrix F

depends on the steady-state variables and varies along the profile. It also depends on
o and k.

(c,d) For the sake of clarity, it is convenient to postpone the explanation of the aim of

(e)

(f)

steps (c,d) in the algorithm. The way to vary ¢ and k depends on the particular
problem, its stability limits, the cutoff wave number, existence of multiple roots, etc.
The solution to the stability problem arises as an eigenvalue of system (2). Prior to
the numerical integration, it is necessary to find proper boundary conditions for this
system. The existence of the uniform tails with negligible gradients where all the
variables remain nearly constant is an essential feature of this analysis. In these tails,
the coefficients of matrix F from Equation (2) become constant in space, and with fixed
o and k, the above system has a trivial exponential solution:

@ = ¢oexp(ux), 3)

where y is an eigenvalue (a “mode”) of matrix F and ¢ is a corresponding eigenvector.
In order to find eigenvalues y, we substitute expression (3) into the system (2) and
equate the obtained determinant to zero:

det |Pij — (51]}l| =0. 4)

It is often possible to write down this equation as a polynomial with respect to i and
solve it analytically; in more realistic and complicated systems, the modes can only
be calculated numerically. There are N different eigenvalues at each side of the front;
however, not all of them are physical. The instability develops at the central part of the
front, while in the uniform tails, all the perturbations must vanish. This determines the
choice for proper mode selection by its sign. On the left side of the front in Figure 1,
a mode with a positive sign grows towards the central part of the front and vanishes
at x — —oo. A negative mode has the opposite behavior, growing in the uniform
tails, which is unphysical; therefore, it should be excluded. Hence, we obtain a set of
positive modes for the left side of the front and a set of negative modes for the right
side of the front,

u>0, x— —oo,

u<0, x— oo

©)

The number of suitable modes can be different at each side of the front, but their
total number must be equal to the order of the system N. Every mode produces its
eigenvector. This means that one perturbation amplitude is chosen arbitrary, while the
others are derived from that amplitude. It is worth mentioning that if some modes are
complex or purely imaginary, this method cannot be applied in its current form.

The above modes and eigenvectors constitute the boundary conditions for the numer-
ical integration of the system (2) along the steady-state profile. Suppose that there are
n4 positive modes and n_ negative modes. Next, we choose a “matching point” at the
stationary profile, say x;,; from a numerical viewpoint, it is advisable to choose a point
within a region of maximal gradients. Then, for each positive mode, the system (2) is
integrated from the left side of the front until the x,; point; in total, n integrations
are to be performed. Similarly, for every negative mode, the system is integrated
backwards, from the right front side until the x,, point; in total, n_ integrations are to
be performed. Integration can be done by any suitable computational method, like the
explicit Runge—Kutta 4 or others.
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(g) Every integration produces a vector of perturbation amplitudes. At the matching
point, we build an N x N matrix from these amplitudes and compute its determinant;
its value depends on k and ¢.

(h) This determinant equated to zero, defines the solution of the problem:

det |@,,;| =0, (6)

where indexes y and i stand for the particular mode and particular variable of the
system (2). By changing o, we are trying to fulfill condition (6) at a given wavenumber k.
(i)  Finally, steps (d-h) are repeated for different k to compute the whole dispersion relation.

Below, we consider two examples demonstrating an application of this method in 1D
and 2D cases. The first example is described in more detail so that it is easier to follow all
the steps of the algorithm. The second example has fewer details, although all important
steps are discussed.

3. One-Dimensional Pulsating Instability in Molecular Magnets

Molecular magnets have been explored for about forty years due to their unique
properties and potential applications in novel storage devices and quantum comput-
ing [12]. During the last fifteen years, the so-called magnetic combustion has brought
new attention to the field. It was discovered that under certain conditions, a wave of
magnetization reversal travels within a crystal of molecular magnets [13]. This wave
propagates with a velocity of several meters per second and is accompanied by a significant
heat release, similarly to a deflagration wave in combustion; for this reason, it was named
“magnetic deflagration” [14]. In chemical combustion, the deflagration front corresponds
to a thin zone of chemical reactions separating the cold fuel mixture and the hot burned
products. The released energy is transmitted to the cold fuel mixture due to thermal con-
duction; the temperature of the fuel mixture increases, which stimulates chemical reactions.
Analogously, in magnetic deflagration, the energy of the chemical reactions is replaced by
the Zeeman energy of the molecular magnets in an external magnetic field. The released
energy is distributed to the neighboring layers by thermal conduction, which increases the
temperature of the originally cold medium and leads to a much higher probability of spin
transition. The corresponding theory has been developed to describe the major properties
of magnetic deflagration, including the front velocity and temperature [11,14]. As this
paper is devoted to the stability analysis, all physical aspects are omitted here; they can be
found in the above reference. Below, we expand Section IV of Ref. [11] with more details
and discussions according to the algorithm presented in the previous section.

We start with the governing equations for magnetic deflagration in dimensionless form:

a0 a0 d d0 (C)] 1
a9V a9V Y a—pB Y _ = _ -
Por T = aé<9 ac) ”Ae"p( 6) [“ exp(A/6>+1]’

ot Tag . 9P T exp(A/0) + 1)

where 0, a, ¢, ©, A are the scaled temperature, concentration, coordinate, the activa-
tion energy, and the Zeeman energy, respectively; ] is the ratio of Zeeman and thermal
energies, and A = L¢/(7Uy) is an eigenvalue of the stationary solution standing for the
front velocity.

@)

(a) There are several ways to find a steady-state solution to the system (7). We write those
equations in the reference frame of the moving front, integrate them from both sides,
and use the shooting method to find the front eigenvalue A and compute the profiles.
The profiles of concentration and temperature together with the energy release for the
stationary magnetic deflagration front are shown in Figure 1.
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Figure 1. Stationary magnetic deflagration front: scaled profiles of concentration, temperature, and

energy release (see Ref. [11]).

(b) Next, we apply small perturbations to this equilibrium state and derive a system of

linearized equations. All the variables take the form ¢ = ¢ + ¢ exp(c7), and the
perturbed linearized system (7) is

3? = 0P + (0% + BOP1p — JG)O — JA exp (— ?)a
gg — 0PG4 (B — a)0P 1yl (®)

gg: —GO — [UJrAexp(C;))]E

where

S A ! :
G=Aexp <9> [9” B <® ~exp(A/0) + 1) exp(A/6) + J 02

is introduced for brevity.

In this problem, we investigate stability of the system with respect to the activation
energy. Neglecting the width of the energy release zone, it is possible to solve the prob-
lem analytically. The corresponding analysis is performed in Section III of Ref. [11];
it results in a quadratic equation for o,

16(72—4<Z2/4—2Z—1)0+2Z=0, )

where Z = ©/(a + 1) plays the role of the Zeldovich number [4], and « is a constant
parameter. From this equation, it is known that the system is stable (Rec < 0) if the
activation energy is below a certain critical value, and above this value, it becomes
unstable (Rec > 0) and demonstrates pulsating behavior (Imc > 0). In addition,
at high values of the activation energy, there are two real solutions to Equation (9).
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(d)
(e)

(f)

We will use this fact and start searching for a numerical solution in the region of high
activation energy (see Figure 2).

Since this is a 1D problem and there is no k mentioned in the general algorithm, we fix
the activation energy ® and search for the growth rate o.

Fix ¢ and compute the system modes.

Substituting expression (3) into system (8), we obtain the following determinant:

0F — 1 0%+ BOF—ly — |G A exp(—%)
of—  (B—a)Bf 1y —pu 0 , (10)
0 -G —a—Aexp(—%)—],t

which is equivalent to Equation (4). This determinant of the third order can easily be
expanded into a polynomial, and the modes can be found analytically. Each side of the
front has three distinct roots, though only some of them stand for a physical solution.
In particular, this system has two modes in the “hot” region (i < 0, { — o) and one
mode in the “cold” region (4 > 0, { — —o0). Looking at the stationary profiles in
Figure 1, we choose limiting points for the profile. To be specific, we take { = —10 as
the left border and ¢ = 2 as the right border of the front.

The computed modes are the eigenvalues of the system. Next, it is necessary to build
corresponding eigenvectors. For that, the system (8) is rewritten as

up = 0P + (0% + pOP 1y — JG)O — JA exp (—?)E
16 = 0P~ + (B — a)0P~*"1yh . (11)

pi = —Go — {U—I—Aexp(—g)]ﬁ

Having fixed the amplitude of one particular perturbation, the others are derived in
a straightforward way. For example, if one fixes f, then @ is easily derived from the
third equation of (11) as

0 -1
a= —G[U+Aexp(—0> +4 0.

In a similar way, ¢ is derived from the second equation. It is worth reminding the
reader that these relations depend on the mode y and on the particular location at the
profile (equilibrium variables 6 and ¢).

Hence, we obtain a vector of perturbation for each mode—three in total. They are the
boundary conditions for the integration of the system (8) along the profile. As men-
tioned in the previous section, the integration can be done by any suitable numerical
method. First, we are to define a matching point at the front. According to Figure 1,
¢ = 01is a suitable choice; physical results do not depend on the choice of the matching
point. There is one mode in the cold (left) region, so the system (8) is integrated once
from { = —10 until { = 0. The result of integration is a vector with three pertur-
bation amplitudes, $; = ({1,61,4;) Then, we integrate the system (8) backwards
twice from ¢ = 2 till { = 0 for the two positive modes and collect the resulting
vectors of perturbations.

(g/h) At the matching point, we build a matrix from those vectors and compute its determinant:

o1 6 @
D=|j 6 @ (12)
Y3 03 a3
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The value of this determinant depends on ¢ (the activation energy is kept fixed). The
zero determinant (12) defines the solution ¢ for a specific activation energy value.

In Figure 2, we demonstrate the dimensionless instability growth rate ¢ together with
the oscillation frequency as a function of the activation energy. The solid lines depict the
numerical solution obtained with this method, and the dashed-dotted lines represent the
analytical solution from Equation (9). Leaving aside the physical aspects of the obtained
results, we discuss a few technical issues below.

In the region of high activation energy, the two real positive solutions are found
numerically. By reducing the activation energy, these solutions merge into one at the
bifurcation (® ~ 34), and at lower activation energy, no solution can be found by this
method directly. Taking advantage of the analytical Equation (9), it is natural to assume
that at the bifurcation point, the discriminant becomes negative and the solution becomes
complex with real and imaginary parts. In order to compute complex roots in the case of
a continuous front, at a given activation energy, we approximate the solution using the
quadratic parabola:

D =ac? +bo +c, (13)

where g, b, and c are unknown coefficients and D is computed by Equation (12). Formally,
the obtained roots would be of the second order of accuracy, which is more than enough
for linear stability analysis. To find these coefficients, we compute determinant D for three
“guess” values of ¢ and build a system of three linear Equation (13) with respect to its
coefficients. From this system, we calculate the coefficients a, b, and c and then compute
the real (0) and imaginary (w) constituents of the solution. The obtained solution becomes
more accurate if the “guess” ¢ is taken in the close vicinity of the found root. Therefore,
one can take several iterations to increase the accuracy of the computed complex roots.
Following this approach, we build real o and imaginary w parts of the complex solution in
Figure 2 between ® = 24 and @ = 34.

Numerical solution

Stability limit Analytigéi model,

Equation (9)

a3

[N

H
..‘ /
3
i
:
¥
A
1]
L)

-
-
-

20 25 . 30 35 40 45 50 55 60

Figure 2. The instability growth rate o and the oscillation frequency w vs. the scaled activation
energy ©; the solid line stands forthe numerically computed solution and the dashed-dotted line
corresponds to the analytical solution (9) (see Ref. [11]).

In order to verify the obtained solution, we perform direct numerical simulations of
the governing Equations (7). At high values of the activation energy, the system evolves in
a very nonlinear way, demonstrating strong pulsations (see Ref. [11] for details). Hence,
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it is not feasible to compare the results of the direct simulation with the solution obtained
by this method. However, it is possible to check the stability limit of the system, as, in
this region, the instability growth rate is small and the perturbations evolve linearly as a
sinusoidal wave of growing or decaying amplitude. Our simulations demonstrate very
good agreement for the stability limit denoted in Figure 2. If the activation energy is smaller
than this limit, the initial perturbations vanish, revealing a negative real part of the growth
rate. If the activation energy is higher than this limit, the perturbations grow, standing for
a positive real part of the growth rate. The frequency of the oscillations also fits well with
the computed imaginary part of the instability growth rate, w. Thus, the direct numerical
simulations confirm that the proposed method provides a more accurate solution to the
stability problem when the internal structure of the front is taken into account.

The analytical solution (9) obtained within the model with an infinitely thin transition
zone (dashed-dotted lines) shows qualitatively similar behavior to that of the numerical
solution; however, there is noticeable quantitative difference between them. According to
the analytical model, the stability limit and the bifurcation point occur at 30-40% smaller
activation energies. In addition, at a given activation energy, the simplified model predicts a
much weaker growth rate, e.g., at © = 50, Equation (9) yields o = 2.5, while the numerical
solution produces ¢ ~ 6.3. Hence, the analytical model significantly underestimates the
instability growth rate and overestimates the stability limit of this instability. The limited
accuracy of the analytical model is due to the simplifying approximations of a constant
coefficient of energy diffusion and an infinitely thin zone of the energy release.

4. Two-Dimensional Darrieus-Landau Instability in Laser Ablation

In this section, we consider the classical 2D Darrieus-Landau instability [1,4] in a
wave of laser ablation [3,7,8]. This instability develops at a deflagration front, i.e., a front
of energy release propagating subsonically due to thermal conduction. In contrast to a
conventional combustion wave, the laser ablation implies a highly compressible flow, with
the isothermal Mach number reaching unity at the critical surface [3,7,8]. Below, we follow
our analysis [8], paying more attention to the technical issues.

(a) We describe laser plasma within the one-fluid approximation using the ideal gas
equation with a single temperature. This is a traditional approach for studying
hydrodynamic instabilities in inertial fusion and is employed in the absolute majority
of works on the subject [3]. We model an ablation wave with the Navier—Stokes
equations for density, momentum, and energy:

9p _
E—FV-(pu)fo

d

o5 + (pu- V)u+ VP =0 , (14)
) 1, 1,

3 oCyT + Spu + V- |pu pCpT+§pu —xVT| = Qg

and the equation of state of ideal gas completes the system, P = (Cp — Cy)pT.
Electron thermal conduction depends on temperature as « = x.(T/ TC)S/ 2 the sub-
script “c” stands for the critical surface where the laser irradiance is absorbed. The
energy release due to laser absorption is taken in a form similar to the Arrhenius law

in combustion:
Or = Q(p — pc)* exp (ﬁ;’), (15)
Cc

where B plays a role of the scaled activation energy. This particular form for () is
constructed to model very localized energy release, so the activation energy is set very
high: B = 90 in this sample.

The typical internal structure of the stationary deflagration front is illustrated in
Figure 3. It is mostly determined by the energy equation. Scale separation in the front
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plp,, TIT , W

structure is an important feature of laser ablation. One can identify a narrow region of
the energy release and another region of the maximal density gradient. Both regions
are separated from each other, and they are significantly smaller than the overall
front width.

0 0.2 0.4 0.6 0.8 1 1.2
XIL.

Figure 3. Stationary deflagration front with Ma. = 0.5: scaled profiles of density, temperature, and

energy release (see Ref. [8]).

(b)

Such a complicated structure cannot be taken into account by usual analytical stability
analysis. To be specific, we consider a wave of laser ablation propagating along the
x direction, and the instability evolves along the y coordinate. Small perturbations
are written as ¢ = @(x) exp(ot + iky). Then, the linearized system (14) takes the
following form:

0, o
oo+ g(pux + puy) + ikpiiy, =0, (16)
ol -
opily + puxaixy +ikP =0, (17)
. Oy Oy, - opP
opiiyx + puxa—xx + a—xx(pux + puy) + == 0, (18)
~ I . .0 1,
a(pCVT + puylly — pRT) + (pux + pux)a CpT + lx
9 - _ Ke |,2050~ O (50T~ _9T\| =«
+pux£(CpT+uxux>+ TC5/2 kT T a §£T+ T& = QR. (19)

It is important to notice that the shape of the system differs from the necessary form (2)
of the general algorithm (compare also with (8)). To overcome this limitation, we in-
troduce new perturbation variables [9] and rewrite everything in dimensionless form:
= piytpuy iy o T o P + pu? + 20u, il

j U= 0

7 7 = T 7 20
Pclc Uc T: Pcu% (20)

with the scaled wave number, K = kL., and the perturbation growth rate, S = oL./u;
L. = x./(Cppcuc) is the characteristic width of the front determined by thermal
conduction in the hot region. We also introduce an auxiliary variable ¢ = 6%/296/9¢;
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this step is a common way to rewrite a second-order Equation (19) as two equations of
the first order. Then, the linearized system (16)—(19) can be presented in a matrix form
(2), with

pgMan g, _giMa ge
—2k%  —sp KL K2 0

F=| -5 ~K 0 0 0 |, (1)
5100 —5/2
0 0 0 355 07
A; Ay, Ap Ay Ay

where dimensionless variables are ¢ = p/p., 0 = T/T;, u = uy/uc,, ¢ = x/L¢,
and w =0 — 'yMa%u2 ; Ma. is the flow Mach number defined in the hot region, and
coefficients A; depend on the steady-state solution and vary along the profile. For
their exact expressions, see the Appendix in Ref. [8]. It is worth mentioning that for
this problem, presenting the perturbed linearized equation in this proper form is the
most tricky part.

(c,d) For a chosen Mach number, we fix K and S and proceed according to the algorithm.

(e)

(f)

In the incompressible case, the dispersion relation of the DL instability has a parabolic
shape with a certain cutoff wavelength. Hence, it is advisable to start computing the
dispersion relation from small values of the wavenumber K and increase it gradually
until the cutoff (negative o) is found.

Next, we solve Equation (4) and compute five modes of the system. The equation for
u can be written as a fifth-order polynomial. In the incompressible case (Ma — 0),
it simplifies a lot and can be solved analytically; in the general case, it is solved
numerically. The system has two positive (4 > 0 for { — —co) and three negative
modes (i < 0 for { — o). For each mode, we compute the corresponding eigenvector
at its boundary. It is advisable to derive relationships between different perturbation
amplitudes, as one mode may either nullify one perturbation amplitude or lead to
division by zero error. The derived expressions help to identify which perturbation
amplitude can be set to a small arbitrary value so that the others can be computed.
The linearized system (16)—(19) is integrated numerically along the stationary profile.
We perform the numerical integration two times from the left side (¢ = 0) and three
times from the left side (¢ = 1.2) until a matching point, say ¢ = 0.9.

(g-i) At the matching point, we gather the results of the integrations into a 5 x 5 matrix

of perturbation amplitudes and compute its determinant. The zero determinant
stands for the solution for the stability problem. Varying K and repeating steps (e,f),
we compute the whole dispersion relation. In Figure 4, the resulting curves are
illustrated for different Mach numbers. This clearly demonstrates that a compressible
deflagration flow is more unstable. It has a higher maximal growth rate and a broader
scale range where the front is unstable.

These results reveal similar behavior to that in previous studies on the DL instabil-

ity in compressible combustion fronts [9,10]. They are also in line with discontinuous
analysis in the long wavelength limit [15,16], where an extra boundary condition was
chosen analogously to the DL condition in the incompressible case. However, Ref. [7],
where an extra boundary condition was rigorously derived, predicted that the instability
vanished in a highly compressible case. Thus, the method can verify whether a simplified
discontinuous approach produces reasonable results, as it does not need any additional
boundary conditions.
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Figure 4. Scaled dispersion relation for different Mach numbers (see Ref. [8]).

5. Discussions and Conclusions

In this paper, we consider a general method for investigating the instability of an
interface with a continuous internal structure. The application of this method for different
physical problems was thoroughly demonstrated.

In the example of the 1D problem, this method provides a more accurate solution than
the discontinuous approach, which is justified by direct numerical simulations. For the 2D
problem of the DL instability, this method allows the resolution of the dispersion relation
without an extra matching condition, which is needed for the discontinuous approach.

From the point of view of computational cost, this method is more expensive than
analytically solving the derived equation for the dispersion relation. It does require multiple
numerical integrations along the 1D steady-state solution, which is still relatively quick.
On the other hand, the method is significantly cheaper than direct numerical simulation
of the governing equations. The latter becomes crucial for 2D and 3D problem:s, like the
DL instability described in Section 4. To be specific, it takes several minutes to compute
one curve in Figure 4 using this method. On the contrary, direct numerical simulation of a
single point (k, o) on a curve takes a day or more. For 1D problems, such a comparison is
less impressive, but still, direct simulation requires much more time resources.

An important limitation of the method is related to the particular form of the governing
equations. In the linearized form, they must be written in the form of a system of the
first-order differential equations. In some cases, like in the DL instability example from
Section 4, introduction of new variables helps to overcome this limitation and resolve the
problem. In addition, this method cannot be applied for nonlinear instabilities of subcritical
setups [17], where initial perturbations are assumed to be large.

Despite the fact that both examples are focused on the instability growth rate, the
method can also be used to study the dispersion of waves, which is of high relevance to
plasma physics. In order to treat waves, one has to replace the instability growth rate
with a frequency during the derivation of the linearized equations, o — iw. Both real and
imaginary parts can be computed numerically using the approach described in Section 3.

This method may also be applied for 3D problems, where expression (1) for small
perturbations is expanded as ¢ = ¢o(x) + ¢(x) exp(ct + ik,y + ik;z). In such a case,
step (c) of the algorithm is split into two subsequent steps for ky, and k., respectively.
The linearized system will have more equations for perturbations and there will be more
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modes, but conceptually, the method does not change. It will still require integration along
the 1D stationary profile.

Thus, originating from combustion theory, this method can be used in many other
fields to investigate stability and waves under much more realistic assumptions than usual
jump conditions at the front, and thus produces more accurate and robust results.
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