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Abstract: This companion paper investigates the hydrodynamics of turbulent bores that propagate on
a horizontal plane and have a striking resemblance to dam break waves and tsunami-like hydraulic
bores. The focus of this paper is on the propagation of a turbulent bore over a mitigation canal using
both laboratory experiments and numerical simulations. In the first part of this paper, the effects of
canal depth on the time histories of wave height and velocity were experimentally investigated, and
the experimental results were used for the validation of the numerical model. The rapid release of
water from an impoundment reservoir at depths of do = 0.30 m and 0.40 m generated bores analogous
to tsunami-induced inundations. The time histories of the wave heights and velocities were measured
at 0.2 m upstream and at 0.2 m and 0.58 m downstream of the canal to study the energy dissipation
effect of the mitigation canal. The recorded time series of the water surface levels and velocities were
compared with simulation outputs, and good agreement was found between the experimental and
numerical water surface profiles, with a Root Mean Square Error (RMSE) of less than 6.7% and a
relative error of less than 8.4%. Three turbulence models, including the standard k-ε, Realizable k-ε,
and RNG k-ε, were tested, and it was found that all these models performed well, with the standard
k-ε model providing the highest accuracy. The velocity contour plots of the mitigation canal with
different depths showed jet streams of different sizes in the shallow, medium-depth, and deep canals.
The energy dissipation and air bubble entrainment of the bore as it plunged downward into the canal
increased as the canal depth increased, and the jet stream of the maximum bore velocity decreased as
the canal depth increased. It was found that the eye of the vortex created by the bore in the canal
moved in the downstream direction and plunged downward in the middle of the canal, where it then
began to separate into two smaller vortices.

Keywords: tsunami wave; dam-break wave; tsunami mitigation; wave hydrodynamics; OpenFOAM;
bore height; wave velocity

1. Introduction

Tsunami-induced bores are infrequent but are extremely destructive and can cause
significant infrastructure damage in coastal regions. The most common source of tsunami
waves are earthquakes, ones either near or beneath the ocean, and the resulting tsunami
bores can become massive far from their points of origin [1]. Despite the availability of new
design guidelines for coastal structures, post-tsunami field investigations of past events
have revealed that many nearshore structures were completely destroyed or significantly
damaged during these events [2–4]. The recent tsunami events in the Indian Ocean in
2004, in Japan in 2011, and in Indonesia in 2018 showed the destructive energy of tsunami-
induced loads. As a result, more safety measures and design guidance should be considered
in order to minimize human casualties and ensure safe critical infrastructure in coastal
areas [5]. Field observations of tsunami waves have indicated that return wave periods
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range from 10 min to 45 min [6]. In deep water and far from the shore, tsunami waves can
reach velocities of the order of hundreds of kilometers/hour and can propagate toward
the shoreline without a substantial loss in their kinetic energy. Once a tsunami wave
approaches the coastal region, its velocity decreases, its height increases, while their wave
period remains constant. Depending on the tsunami wave characteristics and the nearshore
bathymetry, the wave’s leading edge can break to form a turbulent bore or a bore even
right before the wave reaches the shoreline [7,8].

An analysis of video images of the tsunami waves which propagated overland in
several coastal regions of the Indian Ocean in 2004 showed a strong similarity between
dam-break waves propagating on a horizontal plane and tsunami-like hydraulic bores [9].
As a result, researchers started employing dam-break waves to model tsunami inundation
in laboratory studies [3,10–22]. Various water-release mechanisms have been used to
generate dam-break bores. A volume of water stored in a reservoir could be released by
a rapidly opening swing gate [23,24], by the sudden removal of a vertical gate [25–28], or
by releasing an elevated volume of water through vertical pipes [12,13,29–31]. In order
to model tsunami wave inundations, several experiments generated dam-break waves
by rapidly releasing water impounded from behind a vertical gate [7,8,10,15,16,24,32,33].
The differences between hydraulic bores flowing over dry beds and those flowing over
stagnant water, known as a wet bed, have been examined using laboratory experiments
and numerical simulations [10,34,35]. For the same initial impoundment depth, a bore
propagating over a wet bed is higher, and its wave front is steeper in comparison to that of
a bore with an equivalent initial wave height propagating over a dry bed [12]. Additionally,
the velocity of a bore front propagating over a wet bed is affected by the still water depth.
Hydraulic bores from impoundments of the same depth have higher velocities when
propagating over the shallower still water depths [7].

The influences of tsunami mitigation structures on tsunami wave energy dissipation
have been investigated in the past by studying the characteristics of wave hydrodynamics
before and after different natural and manmade obstacles such as pine forests [36], coastal
dunes [37], rivers and canals [38,39], and natural and artificial buildings [40]. During bore
propagation over natural streams or manmade canals, the upstream water level increases
while the bore velocity decreases due to energy dissipation within the canal. Figure 1 shows
an aerial image of the 2011 Japan Tsunami propagating over a canal running parallel to
the coastline.
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Figure 1. Image of tsunami propagating over a canal during the 2011 Japan Tsunami event Reprinted
with permission from [5] (2022, ASCE).

Laboratory experiments have shown that the hydrodynamic features of tsunami waves
are considerably changed during their propagation over natural streams. Ref. [41] showed
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how the destructive energy of tsunami waves was dissipated over a mitigation canal by
conducting tests at three impoundment water depths of do = 0.55 m, 0.79 m, and 0.80 m.
Only one canal geometry was tested, with a width of w = 0.30 m and a depth of d = 0.05
m, which gives a canal aspect ratio of w/d = 6. The overflow wave velocity was shown to
have been reduced by the canal, while the wave height downstream of the canal increased.
Ref. [42] indicated that the maximum reduction in wave velocity downstream of a canal
occurred for the deepest and widest canals. A narrow range of canal aspect ratios of w/d = 4
to 10 was used. The physical experiments showed a similar wave velocity reduction when
the canals had different depths but the same width. However, delays in the tsunami
propagation were observed, and velocity mitigation occurred for all canal configurations.
It was observed that the tsunami wave energy can be partially absorbed by the reflected
wave generated by the canal. Recently, a series of laboratory experiments was conducted to
examine the effects of canal geometry on the hydrodynamics of turbulent bores passing
over a rectangular mitigation canal installed perpendicular to the flow direction [39]. The
surface water level and wave velocity were measured both upstream and downstream
of the canal, and the effect of canal geometry was tested for a wide range of canal aspect
ratios (i.e., 4 ≤ w/d ≤ 60) in order to study the variations in wave heights and velocities for
canal optimization.

Tsunami-like bores have been numerically simulated to provide more insight into
the wave hydrodynamics and energy transfers during wave propagation and impact with
coastal structures. Ref. [10] performed numerical simulations of tsunami-like bores with an
upstream water depth of do = 0.85 m with the use of a structural model. A discrepancy was
found in the early stages of the bore–structure interaction due to the significant splashing
of water at the initial impact, which was not accurately reproduced by the numerical model.
However, relatively good agreement was achieved between the numerical results and
measurements after approximately 3 s of the bore initiation. Ref. [43] investigated the
effect of still water depth on the hydrodynamics of tsunami waves and wave structure
interactions using a 3D Smoothed Particle Hydrodynamics (SPH) model. The time series
of the net total base horizontal force acting on a slender square column were modelled,
and it was found that the hydrodynamic loads due to hydraulic bore propagation were
greatly correlated with still water depth. Ref. [44] performed a comparison of experimental
and computational time series of water surface profiles for a dam-break wave with an
upstream water depth of do = 0.85 m; they found that the initial run-up tongue reached its
peak elevation at t = 1.9 s, and that it collapsed under the effect of gravity. In [11], the time
variations of bores’ water surface profiles passing over a triangular obstacle were simulated
using the OpenFoam software package, and the numerical results were compared with
measurements. The results of the numerical simulation using the standard k-ε turbulence
model agreed well with the experimental results, but the time series of the water surface
downstream of the triangular obstacle was not in good agreement with the measurements.

The main objective of the present companion paper is to evaluate the performance of a
three-dimensional transient Computational Fluid Dynamics (CFD) model [45] in simulating
the propagation of a turbulent bore over a mitigation canal. The paper aims to evaluate
the capability of the proposed numerical model to simulate such complex turbulent and
transient flows and to select the most suitable turbulence model for accurate simulations.
Model evaluation was achieved by comparing the time histories of water surface elevations
and bore velocities, and the performance of three turbulence models was tested. After
model validation, the numerical outputs were further analyzed to investigate the effect
of canal depth on the wave characteristics and to understand the mitigation effects of a
rectangular canal by comparing water surface elevations and velocities before and after the
canal. The effects of the mitigation canal on variations in specific momentum and energy
dissipation are studied in the second part of this companion paper. As shown in Figure 1,
the tsunami wave propagated over a manmade canal with different angles of incidence
against the tsunami wave. The effects of canal inclination on the energy dissipation of
hydraulic bores are also presented in the second part of this companion paper.
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2. Experimental Set-Up

Laboratory experiments were conducted in the Water Resources Laboratory at the
University of Ottawa, Canada. A glass-walled tilting flume that was 15.56 m long, 0.38 m
wide, and 0.60 m deep was used to perform the laboratory experiments. The schematic of
the experimental setup and the coordinate system is shown in Figure 2. A false floor was
made of several parallelepipeds (PVC, Canus Plastics Inc., Ottawa, ON, Canada) of different
sizes to form a rectangular canal with varying depths and widths. Two impoundment
depths of do = 0.3 m and 0.4 m were set by installing a vertical gate (Plexiglas, Canus
Plastics Inc., Ottawa, ON, Canada) located at 7.76 m downstream of the flume reservoir
(see Figure 3a). The vertical gate was firmly fixed at the upstream end of the false floor
such that water leakage would be minimized. The released impounded water generated
a turbulent bore which propagated over the smooth horizontal bed. The generated bore
interacted with the rectangular mitigation canal, which then continued to propagate to
the end of the flume and then, through a drain, into the downstream reservoir. The canal
width was constant (w = 0.60 m), and three depths of d = 0.05 m, 0.10 m, and 0.15 m were
examined (see Table 1).
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Table 1. Parameters of the performed tests.

Test No. Test Name do
(m)

w
(m)

d
(m) w/d

1 F-0.3 0.30 0 0 0
2 F-0.4 0.40 0 0 0
3 C-0.3–4 0.30 0.60 0.15 4
4 C-0.3–6 0.30 0.60 0.10 6
5 C-0.3–12 0.30 0.60 0.05 12
6 C-0.4–4 0.40 0.60 0.15 4

Four wireless video cameras (GoPro, Hero5, SanMateo, CA, USA) were used to
monitor the propagation of the bore front and the bore wave passing over the canal. The
first camera was positioned on the side of the flume at the lengthwise half-way point of
the canal in order to visualize the bore front and capture the bore profiles. The other three
video cameras were positioned on top of the flume at different locations between the gate
and the upstream end of the canal in order to monitor the motion of the bore front. A 1V:6H
ramp (PVC, Canus Plastics Inc., Ottawa, ON, Canada) was installed at the upstream end of
the false floor to reduce flow separation and local energy losses before the mitigation canal.
The mitigation canal was located at 3.0 m downstream of the gate to ensure the formation of
a fully developed hydraulic bore. The false floor was marked on the bed with parallel tape
lines with a 0.05 m distance between each other (see Figure 3). The marked bed was used
to measure the bore front velocity using a high-speed image-tracking technique (particle
tracking velocity-based). Plastic beads with a diameter of 0.015 m were placed on the flume
bed downstream of the gate. They moved as the lift gate was opened, and a GoPro camera
with a shutter speed of 60 frames per second was positioned above the marked section to
capture the propagation of the beads over a marked 0.60 m long section. The bore frontal
velocity was measured by computing the travel distance of the beads between two adjacent
parallel lines in two consecutive images.

The volumes of water in the reservoir for the impoundment depths of do = 0.4 m and
0.3 m were 1.62 m3 and 1.21 m3, respectively. The equivalent aspect ratios of reservoir L/do
for do = 0.4 m and 0.3 m were 26.61 and 35.47, respectively, both of which were considerably
larger than the minimum reservoir aspect ratio (i.e., L/do = 11.05) suggested by [32]. To
generate a fully developed dam-break wave, the lifting speed of the vertical gate was
measured by a high-speed camera and compared with the maximum opening time. Ref. [32]
indicated that a dam-break wave would develop fully if the non-dimensional gate-opening
time To = to(g/do)1/2 was less than 21/2, where to is the gate-opening time. Theoretically, the
time required to open the gate is the time it takes for the topmost water particles to fall in
order to produce a dynamic wave followed by a horizontal translational motion. In this
study, the time to open the gate was monitored with a high-speed camera, and the measured
non-dimensional gate-opening times were in the range of 0.70 < To < 0.825.

Two wave gauge sensors were used to measure the time histories of the water surface
levels. A capacitance-type wave gauge (model WG-50, manufactured by RBR Ottawa, ON,
Canada) was used to measure the time history of the water level in the reservoir, with a
sampling frequency of 1200 Hz. This capacitance-type wave gauge sensor was mounted
1 m upstream of the gate and was labeled as WG (see Figure 3a). Three ultrasonic wave
gauge sensors (MASSA, M-5000/220, Hingham, MA, USA) were deployed upstream and
downstream of the canal to measure the time series of the water surface, with a sampling
frequency of 1200 Hz (see Figure 3b). An acoustic Doppler velocimeter (ADV) probe
(Nortek-AS, Vangkroken, Rud, Norway) was used to measure the time histories of the
velocity, with a sampling frequency of 200 Hz. The ADV probe measured the instantaneous
velocity at z = 0.01 m above the surface of the false bed. The ultrasonic wave sensors
were labelled as US, and the velocity sensors were labelled as ADV. Both the water surface
levels and velocities were measured at the centerline of the flume and at 0.2 m upstream
(US1/ADV1) and at 0.2 m (US2/ADV2) and 0.58 m (US3/ADV3) downstream of the
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canal (see Figure 3b). All the experimental runs were repeated three times to ensure the
repeatability of the tests and to obtain averaged time-series data from the sensors.

3. Numerical Simulation

A two-phase (i.e., water and air), three-dimensional numerical model (OpenFOAM)
v5.0 was used for the numerical simulations. Three types of turbulence models were
analyzed in order to identify the most accurate numerical results. The open-source feature
of OpenFOAM enables users to modify and expand the functionality of the solver package
according to the requirements of their specific project. The Finite Volume Method (FVM)
was used to model the hydraulic bore propagation over a smooth horizontal bed, and the
InterFoam solver was used to solve the continuity, momentum (i.e., Navier-Stokes), and
turbulence equations. The time-averaged form of the Navier–Stokes equations, known as
the Reynolds-Averaged Navier–Stokes (RANS), was used in this study, and the turbulence
closure equation was the well-known k-ε model with different modifications. The perfor-
mances of the classic k-ε, Realizable k-ε, and Renormalization Group (RNG) k-ε turbulence
models were examined to be able to select the most accurate numerical results.

The continuity equation in a cubic control volume was solved at each time step, and
mass conservation was achieved by setting the net flow in the cubic control volume as [46]:

∂u
∂x

+
∂v
∂y

+
∂w
∂z

= 0 (1)

where u, v, and w are the components of the mean velocity in the x, y, and z directions,
respectively. The instantaneous velocities were decomposed to the mean flow and velocity
fluctuations as [46]:

u(t) = u + u′ (2a)

v(t) = v + v′ (2b)

w(t) = w + w′ (2c)

where u′, v′, and w′ are the velocity fluctuations in the x, y, and z directions, respectively.
The momentum equation for a three-dimensional domain, known as a Navier–Stokes
equation, can be expressed as follows [46,47]:

u
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ρ
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where t is the time, p is the fluid pressure, g is the gravitational acceleration, and ρ is the
fluid density. A phase fraction equation is required to model the spatial distribution of two
different fluids (i.e., air and water) at any particular time step. The phase fraction α is a
scalar quantity, which is one for water and zero for air. The value of the phase fraction
determines the transitional region. The phase fraction α parameter is a conserved quantity
and can be described by the transport equation as follows [48]:

∂α

∂t
+∇.(Uα) = 0 (4)

where ∇· is the divergence, and U is the velocity vector. The density of the air–water
mixture in the water surface cells can be calculated as [48]:

ρ = ρa(1− α) + ρwα (5)



Fluids 2022, 7, 213 7 of 24

The Navier–Stokes equations can predict the motion of a fluid. Regarding the tech-
nique that the user needs to deal with turbulent fluctuations in the flow, OpenFOAM
provides various techniques. These equations are stated in Cartesian coordinates and
tensor notation while disregarding body forces. Thus, the RANS conservation equations
of the mass and momentum of an incompressible fluid are shown in [49]. It is impossible
to answer the momentum and continuity equations analytically, except for a very few
straightforward conditions. To close the equations, a novel idea of turbulent viscosity
was developed by Boussinesq, and the Reynolds stresses can be numerically defined by
time-averaging the flow equations [49].

All the parameters inside the flume domain (except for the canal and the reservoir),
such as water depth, phase fraction, pressure, velocity, and force, had an initial value of
zero. The phase fractions for the canal and the reservoir were equal to 1, indicating that
those domains were filled with water. Figure 4a shows the computational domain for
the water surface profile upstream of the gate and inside the canal. The simulated flume
dimensions and water level at the beginning of the test at t = 0 are also shown in this figure.
The length of the upstream reservoir is exactly half of the overall flume length. The desired
upstream impoundment depth and the amount of water in the canal were established by
setting a different initial phase fraction than for the rest of the flume. Figure 4b,c show the
mesh resolution in the upstream reservoir and in the canal. The mesh size for all directions
was set to 10 mm, and the number of mesh layers was controlled by the impoundment
and canal depths. Figure 4d,e display the three-dimensional water surface profiles of the
turbulent bore front and its interaction with the canal at t* = 0.25 s and 0.50 s after the bore
front plunged into the canal; t*= 0 is when the bore reaches the upstream edge of the canal.
At t* = 0.25 s, a deep plunge and water surface rolling were observed as a result of a heavy
shear layer formation. A surface jump started to occur at t* = 0.50 s, and then, over time,
the water depth in the canal increased.
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Figure 4. Computational domain and three-dimensional water surface profile: (a) computational
domain of the full channel; (b) mesh resolution of the reservoir in the initial condition; (c) mesh
resolution in the canal; (d) three-dimensional water surface profile at t* = 0.25 s; (e) three-dimensional
water surface profile at t* = 0.5 s. t* is the time when the bore front reaches the canal.
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All boundary conditions were set as “wall boundary with no-slip”, except for the wall
located downstream of the flume, on which an “outlet with a zero gradient” was imposed.
This latter outlet boundary condition permitted water to exit from the computational
domain. A systematic mesh independence analysis was performed, similar to those in
the studies by [50,51]. A comparison of the numerical outcomes using different mesh
resolutions indicated that a domain with a cell size of 10 mm × 10 mm × 10 mm replicated
the experimental results with a reasonable accuracy, with a root mean square error (RMSE)
of less than 6.7% and a relative error of less than 8.4%.

4. Results and Discussion
4.1. Model Validation

The time histories of the water surface levels and velocities at four locations: 1.0 m
upstream of the gate, 0.2 m upstream of the canal, and 0.2 m and 0.58 m downstream of
the canal, were extracted from the numerical models, and the results were compared with
the measurements. Model validations were performed in both the absence and presence of
a rectangular canal and for an impoundment depth of do = 0.4 m. The canal dimensions
for model validation were w = 0.6 m and d = 0.15 m. Figure 5 shows the comparison of
the simulated time histories of water surface profiles with the experimental results. The
subplots in the left column show the time histories of the water depth in the absence of a
canal, while the subplots in the right column show the same variables in the presence of a
rectangular canal. Sensitivity analyses have been conducted in previous studies to select a
proper turbulence model [11,15,16,33], and in order to improve simulation accuracy, three k-
ε-based turbulence models (i.e., classic k-ε, Realizable k-ε, and RNG k-ε) were implemented.

Figure 5a shows the performance of the numerical model at 1.0 m upstream of the
gate; the numerical results were compared with the measurements from the capacitance-
type wave gauge (WG). As it can be seen, the turbulent bore height peaked and then
gradually decreased over time. For the water surface profiles of the bore propagating over
the horizontal surface, the maximum simulated water level was approximately 4% less than
the measured peak water depth. The experimental and numerical results for the maximum
bore heights measured at 1.0 m upstream of the gate and without a canal were 0.30 m
and 0.28 m, respectively. The peak water levels occurred at approximately the same time
(i.e., t = 5.9 s) for both laboratory experiments and numerical simulations. For the water
surface profiles when propagating over the canal, the peak water elevation was about 5%
smaller than the measured peak water depth. The experimental and numerical results
for the maximum bore heights at 1.0 m upstream of the gate and in presence of a canal
were 0.30 m and 0.28 m, respectively. For the water surface profiles over the horizontal
bed, a small discrepancy was found between the experimental and numerical results for
5 s ≤ t < 13 s. For 13 s ≤ t < 17 s, the bore became almost similar to a quasi-steady flow.
The bore height linearly decreased with time for the water surface profiles over a horizontal
surface and over the rectangular canal for t ≥ 17 s. The results revealed that all three
turbulence models were able to simulate the experiments at the position of the WG.

The time series of water surface profiles at 0.2 m upstream of the canal (US1) are shown
in Figure 5b. As it can be seen, in the absence of a canal, the maximum simulated water
surface profile was approximately 10% lower than that measured. The water surface profile
rose steadily from zero, reached its peak, and then declined over time. The maximum
measured and simulated water levels at this location were 0.21 m and 0.19 m, respectively.
In the presence of the canal, the measured and simulated peak water depths were the
same, with a value of 0.21 m. The times to reach the peak water depth in the absence and
presence of a canal were 7.7 s and 7.8 s, respectively. For t ≥ 15 s, the water surface profiles
in the absence and presence of a rectangular canal became similar to a quasi-steady state
profile. At this location, the three turbulence models provided approximately the same
water surface profiles.
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Figure 5. Effect of different turbulence models on the prediction of the time history of the water
surface profiles, and comparisons of numerical results with laboratory measurements for do = 0.4 m.
Left column shows the time history of the water surface profiles over the horizontal bed section,
while the right column shows the time history of the water surface profiles over a rectangular canal
(w = 0.6 m, d = 0.15 m): (a) WG; (b) US1; (c) US2; (d) US3.
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Figure 5c displays the temporal variations in the water surface levels at 0.2 m down-
stream of the canal (US2). The maximum simulated water depths for both cases with and
without a canal were 6% smaller than those measured. The maximum experimental and
numerical water depths in the absence of a canal were 0.19 m and 0.18 m, respectively.
However, in the presence of a canal, the water depths were 0.21 m and 0.20 m, respectively.
In addition, the times to reach the peak water depth without and with the canal were
t = 8.0 s and 7.8 s, respectively. The slight difference in the simulations of peak water depth
after the canal may be attributed to air entrainment and bubble formation in the canal. The
entrained bubbles were formed by the bore plunging into the canal. The time histories of
the bore height at 0.58 m downstream of the gate (US3) are shown in Figure 5d. It was
observed that the simulated water surfaces in the absence of a canal were 7% smaller than
those measured, but the times to reach the peak were similar, with a value of t = 8.2 s. In the
presence of the canal, the simulated peak water depth was 9% smaller than that measured.
The performance of the standard k-ε model in reproducing this element was slightly better
than that of the other turbulence models (see Table 2).

Table 2. Percentage error values of the compared numerical results versus laboratory measurements
of the maximum water surface levels and velocities.

Parameter Location In the Absence of the Canal (%) In the Presence of the Canal (%)

WSL WG 4 5
US1 10 1
US2 6 6
US3 7 9

Velocity ADV1 9.5 20
ADV2 11 1
ADV3 11.5 17

The time series of the water velocities of the bore generated by an impoundment
depth of do = 0.4 m were extracted from the numerical model results for both the absence
and presence of the rectangular canal (w = 0.6 m, d = 0.15 m). The simulated bore velocity
profiles were compared with measurements at three different positions: ADV1, ADV2,
and ADV3 (see Figure 6). Comparison of the numerical outcomes with the measurements
indicated that the simulated time histories of the water velocities were overestimated
compared to the measurements. As shown in Figure 6, the bore front in the horizontal
bed tests reached the canal earlier than the front identified by the measurements, whereas
in the presence of a canal, the simulated bore front velocities were similar to those from
the measurements.

Figure 6a shows the time histories of the bore velocities in the absence and in the
presence of a canal at 0.20 m upstream of the canal (ADV1). For the bore velocity profiles
over a horizontal bed without a canal, the maximum measured peak bore velocity was
approximately 9.5% lower than the simulated peak bore velocity. The measured and
simulated peak bore velocities in the horizontal bed tests were 2.19 m/s and 2.42 m/s,
respectively. For the bore velocity profiles over a canal, the maximum measured bore
velocity was approximately 20% less than that from the simulation results. The measured
and simulated bore velocities in the presence of a canal were 1.93 m/s and 2.41 m/s,
respectively. Figure 6b shows the temporal variations of the bore velocity profiles at 0.20 m
downstream of the canal (ADV2). In the absence of a canal, the peak measured bore
velocity was 11% smaller than the simulated ones; however, the maximum measured and
simulated bore velocities were approximately the same over the canal surface. In the
absence of a canal, the experimental and numerical bore velocities at 0.20 m downstream of
the canal (ADV2) were 1.99 m/s and 2.24 m/s, respectively. In the presence of a canal, the
experimental and numerical bore velocities were 1.47 m/s and 1.49 m/s, respectively.

The time series of the bore velocities at 0.58 m downstream of the canal (ADV3) are
shown in Figure 6c. It was observed that the maximum measured bore velocity in the
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absence of a canal was lower than the simulated velocity by 11.5%, with values of 2.19 m/s
and 1.94 m/s, respectively. In contrast, in the presence of a canal, the maximum measured
bore velocity was higher than the simulated peak velocity by 17%, with values of 1.92 m/s
and 1.60 m/s, respectively. However, the inaccuracy in predicting the commencement of
the bore and the maximum bore velocity still appeared in the horizontal bed tests, as shown
in Figure 6b,c (see Table 2).

Fluids 2022, 7, x FOR PEER REVIEW 11 of 24 
 

 

Figure 6. Effect of different turbulence models on the prediction of bore velocity profiles, and com-

parisons of the numerical results with laboratory measurements for do = 0.4 m. Left column shows 

the bore velocity profiles over a horizontal surface, and right column shows the bore velocity pro-

files over a rectangular canal (w = 0.6 m, d = 0.15 m): (a) ADV1; (b) ADV2; (c) ADV3. 

Figure 6a shows the time histories of the bore velocities in the absence and in the 

presence of a canal at 0.20 m upstream of the canal (ADV1). For the bore velocity profiles 

over a horizontal bed without a canal, the maximum measured peak bore velocity was 

approximately 9.5% lower than the simulated peak bore velocity. The measured and sim-

ulated peak bore velocities in the horizontal bed tests were 2.19 m/s and 2.42 m/s, respec-

tively. For the bore velocity profiles over a canal, the maximum measured bore velocity 

was approximately 20% less than that from the simulation results. The measured and sim-

ulated bore velocities in the presence of a canal were 1.93 m/s and 2.41 m/s, respectively. 

Figure 6b shows the temporal variations of the bore velocity profiles at 0.20 m down-

stream of the canal (ADV2). In the absence of a canal, the peak measured bore velocity 

was 11% smaller than the simulated ones; however, the maximum measured and simu-

lated bore velocities were approximately the same over the canal surface. In the absence 

of a canal, the experimental and numerical bore velocities at 0.20 m downstream of the 

Figure 6. Effect of different turbulence models on the prediction of bore velocity profiles, and
comparisons of the numerical results with laboratory measurements for do = 0.4 m. Left column
shows the bore velocity profiles over a horizontal surface, and right column shows the bore velocity
profiles over a rectangular canal (w = 0.6 m, d = 0.15 m): (a) ADV1; (b) ADV2; (c) ADV3.

The underestimation of the velocity measurements obtained with the ADV probe is due
to the fact that ADV data tend to be affected by the high turbulence. The high turbulence
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can occasionally generate cavitation around the tip of the AVD, which induces unwanted
noise in the signal, thus influencing the results. The effect of the high turbulence on the
ADV recording can be observed indirectly since the time histories of the experimentally
measured and the calculated bore velocities are almost the same after about 15 s, when flow
turbulence reduces significantly. Overall, the accuracy of the time histories of the measured
bore velocity results is highly dependent on the precision of the ADV probe.

4.2. Water Surface Variations with Time

Figure 7a shows a series of consecutive images of water surface profiles as the bore
propagates over a canal with a depth of d = 0.05 m.

Blue dye was added to the stationary water in the canal for a better visualization of
the bore arrival and mixing. Once the bore front reached the upstream edge of the canal,
a sequence of ripples formed on the surface of the bore as it travelled over the canal. At
t* = 0.50 s, the bore front plunged into the canal and initiated a surface hydraulic jump.
The bore height was amplified due to a substantial increase, and a surface hydraulic jump
formed in the middle of the canal. After a short period of time, at t* = 1.0 s, the bore height
increased again and reached the downstream edge of the canal. At t* = 1.5 s, the bore front
expended some of its momentum into the stagnant water in the canal, displacing the water
in the canal and causing it to peak. A strong shear layer formed due to the existence of a
quasi-steady flow in the upstream of the canal, and as a result, a strong surface jump formed
at the downstream end of the canal, at 2 s ≤ t* ≤ 2.5 s. At this stage, the water surface level
increased with time and reached its maximum value at 3 s ≤ t* ≤ 3.5 s. For t* > 3.5 s, a
rapid change in the water surface profile occurred, flattening the water surface profile.

This bore–canal interaction suppressed the energy of the bore. As such, one could
use such canals to protect coastal or near-shore infrastructure against tsunami inundation
hazards. The simulated three-dimensional water surface profiles and streamlines observed
when the bore passed over the canal were extracted from validated numerical models.
Figure 7b shows consecutive images of the simulated water surface profiles, starting from
t* = 0 s and with a time interval of 0.5 s. A comparison of the experimental water surface
profiles obtained from video images and those from the numerical simulations indicated
very good agreement. At t* = 0 s, the simulated water surface profile and streamlines
reached the upstream edge of the canal. At t* = 0.5 s, the measured bore front reached the
downstream edge of the canal, whereas the simulated streamlines reached the canal bottom
at a distance of approximately 0.17 m from the upstream edge of the canal. At t* = 1.0 s,
the bore propagated further downstream of the canal, but no change was observed in the
spreading of the simulated bore front. The measured and simulated bores showed a similar
trend in water surface level for 1.5 s≤ t* ≤ 2.0 s. The simulated turbulent bores continuously
affected the volume of water observed in the sector of the canal for 0.5 s ≤ t* ≤ 3.5 s.

Analogous to simulations of a hydraulic bore passing over a shallow canal with a
depth of d = 0.05 m, the time histories of the water surface profiles and flow streamlines
passing over medium-depth and deep canals with depths of d = 0.10 m and d = 0.15 m,
respectively, are shown in Figures 8 and 9. As can be seen in Figure 8, the simulated
turbulent bore passing over a medium-depth canal with a depth of d = 0.10 m reached
the canal end at t* = 0.5 s, while the toe of the surface jump was located at approximately
0.28 m from the upstream edge of the canal. At the bottom of the canal, the simulated
streamlines slowly rose at time at t* = 1.0 s. The time histories of the water surface profiles
and streamlines passing over the deep canal with a depth of d = 0.15 m are shown in
Figure 9. These simulated streamlines did not reach the bottom of the canal during the
passage of the turbulent bore. The simulated streamlines near the canal bottom gradually
rose with time at t* = 1.0 s.
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images; (b) simulated water surface profile and streamlines.
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Figure 8. Time history of water surface profiles of a bore from an impoundment with a depth of
do = 0.3 m, passing over a canal with a width of w = 0.6 m and a depth of d = 0.10 m: (a) side-view
images; (b) simulated water surface profile and streamlines.
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images; (b) simulated water surface profile and streamlines.
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4.3. Velocity Fields

The time-history contour plots of the velocities of hydraulic bores passing over the
mitigation canal were extracted from the validated numerical models in order to study the
effect of canal depth on the hydrodynamics of a turbulent bore and its interaction with the
canal. Figure 10 shows the time histories of the contour plots of the bore velocity and the
velocity vector field of a turbulent bore, generated using an impoundment with a depth of
do = 0.3 m, passing over a rectangular canal (w = 0.6 m, d = 0.05 m). It can be seen that the
red area of the maximum bore velocity (i.e., u ≥ 1.5 m/s) decreases over time, indicating a
significant momentum transfer due to the presence of the canal. The region of maximum
bore velocity (i.e., u ≥ 1.5 m/s) did not reach the downstream end of the canal, indicating
that the canal length is long enough to deflect the bore jet stream towards the bottom of the
canal. At t* = 0 s, the bore front reached the upstream of the canal, and the peak velocity jet
stream reached the half-way point of the canal at t* = 0.5 s. The maximum length of the
jet stream occurred at a t* between 1 s and 2.5 s. The eye of the vortex field formed in the
vicinity of the upstream edge of the canal under the red area of the maximum bore velocity
(i.e., u ≥ 1.5 m/s), as shown by the yellow spot in Figure 10. The vortex eye was formed
0.05 m from the upstream wall of the canal and moved slowly downstream as the bore
passed over the canal. At t* = 1.5 s, the maximum bore velocity reached the longest distance
of 0.45 m from the upstream edge of the canal. Once the turbulent bore front passed the
canal, the bore energy decreased, and the bore jet stream decayed. As a result, the peak
velocity jet stream retreated back to the first half of the canal. The upward deflection of
the peak velocity jet stream at t* = 3.5 s increased the recirculation zone in the upstream
edge of the canal and gradually moved the eye of the vortex upward, from 0.05 m to 0.12 m.
Tidal currents usually generate river bores. Similar flows can be generated in controlled
environments such as wave flumes. A number of experimental investigations have been
conducted to determine some of the main features of hydraulic bores. The relatively slight
discrepancy in the experiments could be partially attributed to the vorticity generated by
the discharge method used to produce the undular bore. Vorticity, in particular, is a main
factor which influenced the constant discharge bores. Some authors have suggested that
bottom friction influences the emergence of an undular bore. If the conditions are suitable,
a nearly constant profile of undulations can be observed in a river bore [52–58].

The contour plots of the bore velocities and velocity vector fields for turbulent bores
with an impoundment depth of do = 0.3 m, passing over a medium-depth canal (d = 0.10 m)
and a deep canal (d = 0.15 m), are shown in Figures 11 and 12, respectively.

Similar to Figure 10, the maximum bore velocity was indexed at a velocity range
of u ≥ 1.5 m/s. As can be seen, the jet stream of the peak velocity plunged downward
into the canal and reached the half-way point of the canal at 0.5 s ≤ t* ≤ 2.50 s. The
penetration length of the jet stream with the maximum bore velocity decreased as the
canal depth increased. In addition, the vortex eyes in the medium-depth (d = 0.10 m)
and deep (d = 0.15 m) canals gradually moved downstream until they reached the longest
distance from the upstream wall of the canals, i.e., 0.27 m at t* = 3.5 s and 0.31 m at t* = 3 s,
respectively. The authors conclude that the location of the vortex eye as measured from the
upstream wall of the canal increased with an increase in canal depth.

At t* = 3.5 s, the vortex eye elongated as a result of water circulation through the entire
width of the canal. At t* ≥ 4.0 s, the vortex eye in the deep canal split into two vortices, and
the velocity vectors show that the bore plunged downward into the middle of the canal.
The new smaller vortices were generated in the vicinity of the upstream and downstream
walls of the canal as the walls restricted the movement and propagation of the bore inside
the canal. The vortex near the upstream wall started to move towards the downstream
direction until it reached the middle of the canal at t* = 5.0 s.
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Figure 10. Variations of the contour plots of velocity and velocity vector fields with time, for a bore
from an impoundment with a depth of do = 0.3 m, passing over a canal with a width of w = 0.6 m and
a depth of d = 0.05 m. The dots in the contour plots show the eye of the vortex.
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Figure 11. Variations of the contour plots of velocity and velocity vector fields with time, for a bore
from an impoundment with a depth of do = 0.3 m, passing over a canal with a width of w = 0.6 m and
a depth of d = 0.10 m. The dots in the contour plots show the eye of the vortex.
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Figure 12. Variations of the contour plots of velocity and velocity vector fields with time, for a bore
from an impoundment with a depth of do = 0.3 m, passing over a canal with a width of w = 0.6 m and
a depth of d = 0.15 m. The dots in the contour plots show the eyes of the vortices.

5. Discussion

The mitigation effects of a perpendicular canal on various dam-break waves were
examined using laboratory experiments and numerical simulations. The effect of a miti-
gation canal on the wave hydrodynamics, namely the time histories of the water surface
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levels and velocities, was studied by employing a rectangular canal with a constant width
of w = 0.6 m and three depths of d = 0.05 m, 0.10 m, and 0.15 m. The experimental results
were also modelled with an OpenFoam multi-phase, three-dimensional numerical model.
The differences between the maximum water depth predictions and measurements in the
absence of a canal at WG (1.0 m upstream of the gate), US1 (0.20 m upstream of the canal),
US2 (0.20 m downstream of the canal), and US3 (0.58 m downstream of the canal) were
4%, 10%, 6%, and 7%, respectively. Similarly, the performance of the validated numerical
model in predicting the maximum water depth in the presence of a canal at WG, US1,
US2, and US3 was 5%, 1%, 6%, and 9%, respectively. The performance of the validated
numerical model in predicting the bore velocity at ADV1 (0.20 m upstream of the canal),
ADV2 (0.20 m downstream of the canal), ADV3 (0.58 m downstream of the canal), and in
the absence of a canal was 9.5%, 11%, and 11.5%, respectively. In the presence of a canal,
the difference between the experimental and numerical results in velocity predictions at
ADV1, ADV2, and ADV3 were 20%, 1%, and 17%, respectively.

The accuracy of the numerical models in predicting the time history of the bore water
surface was found to be reasonable, within an error margin of approximately 5%. Three
turbulence models were tested to predict the bore hydrodynamics when propagating
over a canal. It was found that the classic k-ε turbulence model performed well, with
an RMSE < 6.7% and a relative error of <8.4%. Both the numerical and experimental
results showed that the depth of the canal plays a significant role in influencing bore wave
hydrodynamics. As such, when considering the design of a mitigation canal, the interaction
of the tsunami inundation bore with the canal depth must be taken into account. A suitable
choice of canal geometry may considerably modify water levels and the associated turbulent
bore velocity. A reduction of the bore velocity in particular leads to a reduction in the
tsunami-induced momentum and the hydrodynamic loading of structures located near
the canal.

The time history of the water surface showed that the quasi-steady state influence of
a water surface profile, owing to the interaction of the passing bore with the canal, can
reduce the bore momentum and energy and hence reduce the hydrodynamic loading on
the other side of the canal. For the canal depth of d = 0.05 m, simulated streamlines near the
canal bottom did not reach the level of the flume bed throughout the whole time history
(t* = 3.5 s), while for the canal depths of d = 0.10 m and d = 0.15 m, the simulated streamlines
did reach the flume bed level. Streamline motion was also faster for the case of mitigation
canals with greater depth.

The highest bore velocity decreased over time, suggesting a major reduction in mo-
mentum due to the presence of the canal. The penetration lengths of the jet stream with
the highest bore velocity were reduced as the depth of the canal increased. The position of
the eye of the vortex was located near the upstream wall of the canal; its size decreased as
the canal depth decreased. It can therefore be concluded that as the canal depth increased,
energy dissipation proportionally increased. This was inferred from the fact that the jet
stream of the maximum bore velocity decreased as the canal depth increased due to the
higher capacity of the deep canal to dissipate the energy generated by the bore–canal
interaction. As the canal depth increased, the volume of water contributing to the eddy
generation in the initial flow direction decreased; as a result, the distance of the vortex eye
from the canal edge increased. In addition, two vortices formed at 4.0 s ≤ t* ≤ 5.0 s for
the deep (d = 0.15 m) canal after the original vortex eye stretched due to the circulation of
the water in the canal. As a result, the original vortex separated into two smaller, separate
vortices due to the bore plunging downward into the middle of the canal.

The bore front plunges into the canal, generates a high splash, interacts with the
stagnant water in the canal, and then dissipates energy. Energy dissipation due to the
turbulence generated by the interaction of the high-speed bore with the stagnant water
is significant. In the presence of the canal, the bore’s impact on the canal results in the
water propagating with a larger depth and a slower velocity as compared to the same
conditions but in the absence of the canal. The time histories of the water surface level of the
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experimental and the numerical simulation results generally show good agreement as the
developed numerical model simulates the turbulent kinetic energy dissipation occurring in
the canal, which is triggered by the interaction between the bore and the stagnant water in
the canal.

Finally, while the scope of this preliminary study has limitations, the authors conclude
that mitigation canals have the potential to act as measures that reduce hydrodynamic
loading on critical infrastructure located in nearshore areas.

6. Conclusions

• Three turbulence models were tested to predict the time history of the water level; they
performed very well for the propagation of the bore over the flat flume bed and in the
presence of the mitigation canal, with an RMSE < 6.7% and a Relative Error < 8.4%.
The accuracy of numerical models in predicting the time history of the water surface
profiles was found to be within an error of approximately 5%.

• The experimental and numerical results indicated that the maximum water levels
increased and the maximum flow velocity decreased as the turbulent bore propagated
over the canal in comparison to the case when the canal was not present. The tsunami
bore front plunged into the canal, generating a high splash and interacting with the
stagnant canal water. The energy of the tsunami bore front decreased significantly due
to the turbulence generated by the dynamic impact of the bore.

• As the canal depth increased, its capability to suppress the momentum of the bore increased.
• The jet stream of the maximum bore velocity in shallow, medium-depth, and deep

canals reached their longest distance from the upstream edge of the canal, with
values of 0.45 m, 0.40 m, and 0.37 m, respectively. The energy dissipation of the bore
plunging into the canal increased as the canal depth increased, and the jet stream of
the maximum bore velocity decreased as the canal depth increased. Therefore, the
maximum bore velocity jet stream for canals with depths of 0.05 m, 0.1 m, and 0.15 m
extended to the furthest location downstream of the canal, with values of 0.45 m,
0.40 m, and 0.37 m, respectively.

• The location of the vortex eye for different canal depths gradually moved downstream
until reaching distances of 0.12 m, 0.27 m, and 0.31 m from the upstream canal edge,
for canal depths of 0.05 m, 0.1 m, and 0.15 m, respectively.

• The mitigation canals have the potential to act as measures that reduce hydrodynamic
loading on critical infrastructure located in tsunami-prone areas. The incipient research
proposed in study confirms some of the field observations during tsunami forensic
engineering events [59].
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Nomenclature
The following symbols are used in this paper:
B flume width (m)
d canal depth (m)
do equivalent impoundment depth (m)
g gravitational acceleration (m/s2)
h water surface elevation (m)
L reservoir length (m)
P fluid pressure (Pa)
t time since gate opening (s)
to gate-opening time (s)
t* time since the bore front plunges into the canal (s)
To non-dimensional removal time for the gate (-)
u turbulent bore velocity (m/s)
u, v, w components of velocity in the x-, y- and z-directions, respectively (m/s)
u′, v′, w′ turbulent fluctuation of velocity in the x-, y- and z-directions, respectively (m/s)
u, v, and w components of mean velocity in the x-, y-, and z-directions, respectively (m/s)
U flow velocity (m/s)
w canal width (m)
RMSE root mean square error (%) (-)
α phase fraction (-)
ρ density of air-water mixture (kg/m3)
ρa density of the air (kg/m3)
ρw density of the water (kg/m3)
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