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#### Abstract

In this paper, we provide an overview on the foundation and first results of a very recent quantum theory of color perception, together with novel results about uncertainty relations for chromatic opposition. The major inspiration for this model is the 1974 remarkable work by H.L. Resnikoff, who had the idea to give up the analysis of the space of perceived colors through metameric classes of spectra in favor of the study of its algebraic properties. This strategy permitted to reveal the importance of hyperbolic geometry in colorimetry. Starting from these premises, we show how Resnikoff's construction can be extended to a geometrically rich quantum framework, where the concepts of achromatic color, hue and saturation can be rigorously defined. Moreover, the analysis of pure and mixed quantum chromatic states leads to a deep understanding of chromatic opposition and its role in the encoding of visual signals. We complete our paper by proving the existence of uncertainty relations for the degree of chromatic opposition, thus providing a theoretical confirmation of the quantum nature of color perception.
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## 1. Introduction

The central core of this paper is the concept of space of colors perceived by a trichromatic human being, or color space, for short. The scientific literature about this topic is abundant and here we limit ourselves to quote the classical reference [1], the more mathematically-oriented books [2,3] and the image processing and computer vision oriented references $[4,5]$, among hundreds of books and papers written on this subject.

What makes scientists so interested in color spaces is that, instead of being simple collections of elements representing either physical color stimuli or the sensation they provoke in humans, they are structured spaces, with intrinsic algebraic and geometrical properties and a metric able to quantify the distance (physical or perceptual) between their points.

The work of H.L. Resnikoff, that we will briefly recall in Section 2, is related to the aforementioned geometrical and metric structure of the perceived color space. It is a foundational work, without direct algorithmic applications and it requires a non trivial acquaintance with theoretical physics and pure mathematics. This is probably the reason why their contribution, that we consider so important, has remained practically unnoticed until now.

In this paper, we start providing an outlook on the color perception theory inspired by Resnikoff's insights that we have developed through the papers [6-11]. These are quite technical and dense works, here we prefer to privilege clarity of exposition and, for this
reason, we will omit the proofs of the results that we will claim, the interested reader may consult them in the contributions just quoted.

After introducing, in Section 3, some fundamental mathematical results related to Jordan algebras and their use in quantum theories, we show, in Section 4, that Resnikoff's work leads to a quantum theory of color perception. As a novel contribution, we will provide an extensive motivation to explain why we believe that a quantum theory is better suited than a classical one to model color perception and we will also provide a strong theoretical support for our claim, i.e., the existence of uncertainty relations for color opponency.

In Section 4.1, we show how to identify pure and mixed quantum chromatic states, this result is used in Section 4.2 to study hue and saturation of a color and in Section 4.3 to show that the peculiar achromatic plus chromatic opponent encoding of light signals performed by the human visual system can be intrinsically described by the quantum framework, without resorting to an 'a-posteriori' statistical analysis. In Section 4.4, we derive the uncertainty relations for chromatic opponency by adapting a technique first proposed by Schrödinger that extends the one used by Heisenberg, Weyl and Robertson to single out uncertainty bounds. Section 4.5 offers a brief panorama on the rich geometry of quantum chromatic states. We conclude our paper in Section 5 by discussing some ideas about future developments of the theory.

## 2. The Dawn of Hyperbolicity in Color Perception: Yilmaz's and Resnikoff's Works

Here we present, in two separate subsections, the ideas and results of H. Yilmaz and H.L. Resnikoff about the role of hyperbolic structures in the study of color perception. In spite of the fact that Resnikoff's contribution is, by far, more important than Yilmaz's for our purposes, we want to respect the chronological development of the two works and we start with Yilmaz's idea about the link between color perception and special relativity.

### 2.1. Yilmaz's Relativity of Color Perception

Yilmaz was a theoretical physicist specialized in relativity who, around 1960, started to apply their knowledge to the field of human perception, here we shortly recap their 1962 paper [12] about the relativity of color perception. A detailed version of the content of this section can be found in [9].

Yilmaz considered a visual scene where a trichromatic observer adapted to a broadband illuminant can identify the colors of a patch by performing comparison with a set of Munsell chips. He searched for the transformation that permits to relate the color description when the observer is adapted to two different broadband illuminants. As a first approximation, he searched for a linear map, i.e., a matrix transformation between color coordinated, and he derived the explicit form of the entries of this matrix by using the result of three perceptual experiments. He obtained a three-dimensional Lorentzian matrix, with Lorentz factor given by $\Gamma=1 / \sqrt{1-(\sigma / \Sigma)^{2}}$, in which the perceived saturation $\sigma$ and the maximal perceivable saturation $\Sigma$ are the analogous of the speed of a moving particle and the speed of light, respectively, in special relativity.

Lorentz transformations are precisely the linear maps that preserve the Lorentzian scalar product, which is the hyperbolic counterpart of the Euclidean scalar product, see, e.g., [13]. Thus, up to our knowledge, Yilmaz underlined for the first time that hyperbolic structures may play a significant role in color perception.

Yilmaz ideas, surely brilliant and much ahead of their time, were developed only heuristically: their mathematical analysis is not fully convincing in multiple parts and the experimental results that allow them to build the Lorentz transformation are just claimed, without providing any experimental data or apparatus description, see [9,11] for further details. In spite of that, Yilmaz's hint on the importance of hyperbolic geometry for the study of color perception inspired at least one key scientist, the polymath H.L. Resnikoff, who acknowledged Yilmaz in their fundamental 1974 paper [14] that we recall in the next subsection.

### 2.2. Resnikoff's Homogeneous Color Space

To greet Resnikoff's foresight, we consider that no sentence is more appropriate than that of Altiero Spinelli, one of the founding fathers of the European Union, who stated the following: 'the quality of an idea is revealed by its ability to rise again from its failures'. Resnikoff's work was written in the language of mathematical physics and fused differential geometry, harmonic analysis of Lie groups and the theory of Jordan algebras to study geometry and metrics of the space of perceived colors. This was far too abstract and advanced for the typical mathematical knowledge of the average color scientist of that time, with the consequence that Resnikoff's paper failed to interest the scientific community until today.

Resnikoff's cleverest idea was to abandon the classical description of perceived colors in terms of metameric classes of light spectra, see, e.g., [1], and to concentrate on an alternative description based, essentially, on the algebraic properties satisfied by perceived colors. As we will see, this turned out to be the key to unveil a completely new way of representing colors.

The starting point of Resnikoff's paper is the beautiful 1920 Schrödinger's set of axioms of perceived colors: the great theoretical physicist, before dedicating himself to quantum mechanics, studied optics and color perception and came to the conclusion that the empirical discoveries of the founding fathers of color theory, none less than Newton [15,16], Helmholtz [17], Grassmann [18] and Maxwell [19], could be resumed in a set of axioms which, put together, say that the space of perceived colors, denoted with $\mathcal{C}$ from now on, is a regular convex cone of dimension 3 (for trichromatic observers, the only ones that we consider in this paper).

The mathematical formalization of this concept is the following: let $\mathcal{C}$ be a subset of a finite dimensional inner product vector space $(V,\langle\rangle$,$) , then:$

- $\quad \mathcal{C}$ is a cone if, for all $c \in \mathcal{C}$ and all $\lambda \in \mathbb{R}^{+}, \lambda c \in \mathcal{C}$, i.e., $\mathcal{C}$ is stable w.r.t. multiplications by a positive constant. This is the mathematical translation of the fact that, up to the glare limit, if we can perceive a color, then we can also perceive a brighter version of it;
- $\mathcal{C}$ is convex if, for every couple $c_{1}, c_{2} \in \mathcal{C}$ and every $\alpha \in[0,1], \alpha c_{1}+(1-\alpha) c_{2} \in$ $\mathcal{C}$, i.e., the line segment connecting two perceived colors is entirely composed by perceived colors;
- $\mathcal{C}$ is regular if, denoted with $\overline{\mathcal{C}}$ its closure w.r.t. the topology induced by the inner product of $V$, the conditions $c \in \overline{\mathcal{C}}$ and $-c \in \overline{\mathcal{C}}$ imply that $c=0$. The intuitive geometrical meaning of this condition is that $\mathcal{C}$ is a single cone with a vertex.
It is important to stress that Schrödinger's axioms hold for the so-called aperture colors [20], i.e., colored lights seen in isolation against a neutral background or homogeneously colored papers seen through a reduction screen.

Resnikoff dedicated a large part of their paper to motivate the introduction of a new axiom for $\mathcal{C}$ and to analyze the strong consequences on its geometry. He postulated that $\mathcal{C}$ is a homogeneous space, i.e., that there exists a transitive group action on it, which means, in practice, that any couple of elements of $\mathcal{C}$ can be connected via an invertible transformation.

Resnikoff considered this property to be naturally satisfied by the space of perceived colors $\mathcal{C}$ because no color can be considered 'special' w.r.t. another one. Moreover, he gave an illuminating motivation for their interest in homogeneity by discussing the simplified case of achromatic visual stimuli. These ones provoke only a brightness sensation in humans, for this reason their space can be modeled as $\mathbb{R}^{+}=(0,+\infty)$ (if we do not consider glare), which is both a group w.r.t. multiplication and a homogeneous space of itself, in fact, for any $x, y \in \mathbb{R}^{+}$, we can write $y=\lambda x$, with $\lambda=\frac{y}{x} \in \mathbb{R}^{+}$. Now, the key observation is that, up to a positive constant, the only non-trivial $\mathbb{R}^{+}$-invariant distance on $\mathbb{R}^{+}$is given by

$$
\begin{equation*}
d(x, y)=|\log (x)-\log (y)|=\left|\log \frac{x}{y}\right|, \quad x, y \in \mathbb{R}^{+} \tag{1}
\end{equation*}
$$

and this expression coincides with the well-known Weber-Fechner's law, the first psychophysical law ever determined, which establishes the logarithmic response of the human visual system w.r.t. variations of achromatic stimuli, see, e.g., [21]. The fact that the only distance compatible with the homogeneous structure of $\mathbb{R}^{+}$coincides with a perceptual metric was a major source of inspiration for Resnikoff, who saw in the extension of homogeneity to the 3-dimensional regular convex cone $\mathcal{C}$ a possibility to uniquely determine perceptual metrics for the entire color space and not only for the achromatic axis.

The transitive group action on $\mathcal{C}$ described by Resnikoff is that of the so-called 'background transformations', operationally implemented by the change of background depicted in Figure 1 and mathematically represented (The hypothesis of linearity for background transformations remains an open issue, see, e.g., [7,22].) by orientation-preserving linear transformations that preserve $\mathcal{C}$, i.e.,

$$
\begin{equation*}
\mathrm{GL}^{+}(\mathcal{C}):=\{B \in \mathrm{GL}(3, \mathbb{R}), \operatorname{det}(B)>0 \text { and } B(c) \in \mathcal{C} \quad \forall c \in \mathcal{C}\} \tag{2}
\end{equation*}
$$



Figure 1. An example background change: in spite of the fact that the inner disks in the center of the two images provide exactly the same physical color stimulus, our perception of them is different because of the so-called chromatic induction phenomenon due to the background difference.

The hypothesis of homogeneity for $\mathcal{C}$ led to formidable consequences. In fact, Resnikoff proved that there are only two types of 3-dimensional homogeneous regular convex cones:

$$
\left\{\begin{array}{l}
\mathcal{C}_{1}:=\mathbb{R}^{+} \times \mathbb{R}^{+} \times \mathbb{R}^{+}  \tag{3}\\
\mathcal{C}_{2}:=\mathbb{R}^{+} \times \mathrm{SL}(2, \mathbb{R}) / \mathrm{SO}(2)
\end{array}\right.
$$

see also [7] for a simplified proof.
$\mathcal{C}_{1}=\mathbb{R}^{+} \times \mathbb{R}^{+} \times \mathbb{R}^{+}$is the classical flat colorimetric space used to harbor, e.g., the LMS, RGB, XYZ coordinates [1].

Instead, $\mathrm{SL}(2, \mathbb{R}) / \mathrm{SO}(2)$ is a space of constant negative curvature equal to -1 and it is an instance of a 2-dimensional hyperbolic model H. Other equivalent models are, e.g., the upper hyperboloid sheet (whose elements can be identified with $2 \times 2$ real symmetric positive-definite matrices with unit determinant), the upper half plane and the Poincaré and Klein disks [13].

Resnikoff saw in $\mathcal{C}_{2}=\mathbb{R}^{+} \times \mathbf{H}$ a novel way to represent perceived colors: he interpreted $\mathbb{R}^{+}$as the brightness axis and $\mathbf{H}$ as the chromatic space of perceived colors, thus giving a mathematical formalization to the aforementioned Yilmaz's idea about the pertinence of hyperbolic structures in the study of color perception.

As we said above, one of Resnikoff's motivations to study a homogeneous color space was the will to uniquely determine perceptual metrics compatible with the homogeneous structure of $\mathcal{C}$, i.e., invariant under the action of $\mathrm{GL}^{+}(\mathcal{C})$. He actually succeeded to prove that, for both $\mathcal{C}=\mathcal{C}_{1}$ and $\mathcal{C}=\mathcal{C}_{2}$, there is only one Riemannian metric $d s^{2}$, up to positive multiplicative scalars, such that the induced Riemannian distance $d: \mathcal{C} \times \mathcal{C} \rightarrow \mathbb{R}^{+}$satisfies

$$
\begin{equation*}
d\left(B\left(c_{1}\right), B\left(c_{2}\right)\right)=d\left(c_{1}, c_{2}\right), \quad \forall c_{1}, c_{2} \in \mathcal{C}, \forall B \in \mathrm{GL}^{+}(\mathcal{C}) \tag{4}
\end{equation*}
$$

Specifically, when $\mathcal{C}=\mathcal{C}_{1}$, this metric, denoted with $d s_{1}^{2}$, is

$$
\begin{equation*}
d s^{2}=\alpha_{1}\left(\frac{d x_{1}}{x_{1}}\right)^{2}+\alpha_{2}\left(\frac{d x_{2}}{x_{2}}\right)^{2}+\alpha_{3}\left(\frac{d x_{3}}{x_{3}}\right)^{2}, \quad x_{k}, \alpha_{k} \in \mathbb{R}^{+}, k=1,2,3 \tag{5}
\end{equation*}
$$

which coincides with the well-known Helmholtz-Stiles metric classically used in colorimetry [1]. Instead, when $\mathcal{C}=\mathcal{C}_{2}$ the only Riemannian metrics satisfying (4) are those positively proportional to

$$
\begin{equation*}
d s_{2}^{2}=\frac{1}{2} \operatorname{Tr}\left(\left(x^{-1} d x\right)^{2}\right), \quad x \in \mathcal{H}^{+}(2, \mathbb{R}) \tag{6}
\end{equation*}
$$

Tr being the matrix trace, which coincides with the Rao-Siegel metric widely used nowadays in geometric science of information, see, e.g., [23-25].

Assumption (4), however, is not coherent with the so-called crispening effect represented in Figure 2, where the same couple of color stimuli is exhibited over three different backgrounds: it is clear that the perceptual difference between them is not background independent.


Figure 2. The crispening effect showing that Resnikoff's assumption about the invariance of color metric with respect to background transformations is not coherent with perception.

As a consequence, if background transformations are identified as elements of $\mathrm{GL}^{+}(\mathcal{C})$, then neither the Helmholtz-Stiles nor the Rao-Fisher metric can be accepted as perceptuallycoherent color distances.

In the second part of their 1974 paper, Resnikoff showed how to embed $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ in a single mathematical framework thanks to the theory of Jordan algebras. What he lacked to see was the link with a quantum theory of color provided by these objects. We will discuss this in Section 4, after recalling the basic results about Jordan algebras and their use in the algebraic formulation of quantum theories.

## 3. Jordan Algebras and Their Use in Quantum Theories

Jordan algebras have been introduced by the German theoretical physicist P. Jordan in 1932, see [26], in the context of quantum mechanics. For the sake of brevity, in this section we will only recap the information about such objects that we need in the sequel, more information can be found in [27-29].

### 3.1. Basic Results and Classification of Three-Dimensional Formally Real Jordan Algebras and Their Positive Cones

A Jordan algebra $\mathcal{A}$ is a real vector space equipped with a bilinear product $(a, b) \mapsto$ $a \circ b$, that is required to be commutative and to satisfy the following Jordan identity:

$$
\begin{equation*}
\left(a^{2} \circ b\right) \circ a=a^{2} \circ(b \circ a), \quad \forall a, b \in \mathcal{A}, \tag{7}
\end{equation*}
$$

which ensures that the power of any element $a$ of $\mathcal{A}$ is defined without ambiguity and that $\mathcal{A}$ is at least power-associative, however $\mathcal{A}$, in general, is not an associative algebra.

The most classical example of a non-associative Jordan algebra is given by $\mathcal{M}(n, \mathbb{R})$, the set of real $n \times n$ matrices with $n \geq 2$, equipped with the following matrix Jordan product:

$$
\begin{equation*}
X \circ Y=\frac{1}{2}\left[(X+Y)^{2}-X^{2}-Y^{2}\right]=\frac{1}{2}(X Y+Y X), \quad \forall X, Y \in \mathcal{M}(n, \mathbb{R}) \tag{8}
\end{equation*}
$$

The Jordan algebras that we will consider in the sequel are formally real, which means that, for any finite set $a_{1}, a_{2}, \ldots, a_{n} \in \mathcal{A}, a_{1}^{2}+a_{2}^{2}+\cdots+a_{n}^{2}=0$ implies $a_{1}=a_{2}=\cdots=$ $a_{n}=0$, just as if the elements $a_{1}, a_{2}, \ldots, a_{n}$ were real, which motivates their name. In the sequel, we will make use of the convenient acronym FRJA to denote such Jordan algebras.

It can be proven that any FRJA $\mathcal{A}$ is unital, i.e., there exists a unit $1 \in \mathcal{A}$ such that $\mathbf{1} \circ a=a \circ \mathbf{1}=a$ for all $a \in \mathcal{A}$, and it can be endowed with the following partial ordering: for any couple of elements $a, b \in \mathcal{A}, b \leq a$ if and only if $a-b$ is a sum of squares. In particular, if $a$ is the square of an element of $\mathcal{A}$, then we call $a$ a positive element and we write $a \geq 0$. The set of positive elements of $\mathcal{A}$ is called its positive domain and it is denoted with $\overline{\mathcal{C}}(\mathcal{A})$, its interior $\mathcal{C}(\mathcal{A})$ is called the positive cone of $\mathcal{A}$.

Every FRJA $\mathcal{A}$ can be equipped with an inner product defined by

$$
\begin{equation*}
\langle a, b\rangle_{\mathcal{A}}=\operatorname{Tr}(a \circ b), \quad \forall a, b \in \mathcal{A} \tag{9}
\end{equation*}
$$

where $\operatorname{Tr}(a \circ b)$ actually means $\operatorname{Tr}\left(L_{a \circ b}\right)$, the trace of the endomorphism $L_{a \circ b}: \mathcal{A} \rightarrow \mathcal{A}$, $c \mapsto(a \circ b) \circ c$, for all $c \in \mathcal{A}$. Thus, every FRJA is also a Hilbert space with respect to this inner product.

We now pass to the classification of FRJAs of dimension 3, for more information about a generic dimension $n$ we refer the reader to [29].

The classification theorem of Jordan, von Neumann and Wigner [30] establishes that there are only two non-isomorphic FRJAs of dimension 3. The first is the associative Jordan algebra

$$
\begin{equation*}
\mathcal{A}_{1}=\mathbb{R} \oplus \mathbb{R} \oplus \mathbb{R} \tag{10}
\end{equation*}
$$

endowed with the Jordan product $\left(t_{1}+t_{2}+t_{3}\right) \circ\left(s_{1}+s_{2}+s_{3}\right)=\left(t_{1} s_{1}+t_{2} s_{2}+t_{3} s_{3}\right)$, $t_{i}, s_{i} \in \mathbb{R}, i=1,2,3$. Its positive domain and cone are, respectively,

$$
\begin{equation*}
\overline{\mathcal{C}}(\mathbb{R} \oplus \mathbb{R} \oplus \mathbb{R})=[0,+\infty) \times[0,+\infty) \times[0,+\infty), \quad \mathcal{C}(\mathbb{R} \oplus \mathbb{R} \oplus \mathbb{R})=\mathbb{R}^{+} \times \mathbb{R}^{+} \times \mathbb{R}^{+} \tag{11}
\end{equation*}
$$

The second option corresponds to two non-associative and naturally isomorphic Jordan algebras, namely:

$$
\begin{equation*}
\mathcal{A}_{2}=\mathcal{H}(2, \mathbb{R}) \cong \mathbb{R} \oplus \mathbb{R}^{2} \tag{12}
\end{equation*}
$$

where $\mathcal{H}(2, \mathbb{R})$ denotes the Jordan algebra of $2 \times 2$ symmetric matrices with real entries equipped with the matrix Jordan product (8) and the vector space $\mathbb{R} \oplus \mathbb{R}^{2}$ becomes the so-called spin factor when endowed with the Jordan product defined by

$$
\begin{equation*}
(\alpha+\mathbf{v}) \circ(\beta+\mathbf{w})=((\alpha \beta+\langle\mathbf{v}, \mathbf{w}\rangle)+(\alpha \mathbf{w}+\beta \mathbf{v})) \tag{13}
\end{equation*}
$$

where $\alpha, \beta \in \mathbb{R}, \mathbf{v}, \mathbf{w} \in \mathbb{R}^{2}$ and $\langle$,$\rangle is the Euclidean inner product of \mathbb{R}^{2}$. The natural isomorphism between the two representations of $\mathcal{A}_{2}$ is provided by the following mapping:

$$
\begin{array}{rlll}
\phi: & \mathcal{H}(2, \mathbb{R}) & \stackrel{\sim}{\longrightarrow} & \mathbb{R} \oplus \mathbb{R}^{2}  \tag{14}\\
& \left(\begin{array}{cc}
\alpha+v_{1} & v_{2} \\
v_{2} & \alpha-v_{1}
\end{array}\right) & \longmapsto & (\alpha+\mathbf{v}), \quad \mathbf{v}=\left(v_{1}, v_{2}\right) .
\end{array}
$$

Thanks to this isomorphism, the positive domains and cones of the two representations of $\mathcal{A}_{2}$ are in one-to-one correspondence. Simple computations show that

$$
\begin{array}{rlc}
\overline{\mathcal{C}}\left(\mathbb{R} \oplus \mathbb{R}^{2}\right) & = & \overline{\mathcal{L}^{+}} \\
2 \| & & 2 \|  \tag{15}\\
\overline{\mathcal{C}}(\mathcal{H}(2, \mathbb{R})) & = & \overline{\mathcal{H}^{+}}(2, \mathbb{R})
\end{array}
$$

and

$$
\begin{array}{rlc}
\mathcal{C}\left(\mathbb{R} \oplus \mathbb{R}^{2}\right) & = & \mathcal{L}^{+}  \tag{16}\\
\text {2\| } & & \text { २\| } \\
\mathcal{C}(\mathcal{H}(2, \mathbb{R})) & = & \mathcal{H}^{+}(2, \mathbb{R})
\end{array}
$$

where

$$
\begin{equation*}
\mathcal{L}^{+}=\left\{(\alpha+\mathbf{v}) \in \mathbb{R} \oplus \mathbb{R}^{2}: \alpha>0,\|(\alpha+\mathbf{v})\|_{\mathcal{M}}^{2}>0\right\} \tag{17}
\end{equation*}
$$

where $\left\|\|_{\mathcal{M}}\right.$ is the Minkowski norm defined by $\|(\alpha+\mathbf{v})\left\|_{\mathcal{M}}^{2}=\alpha^{2}-\right\| \mathbf{v}\left\|^{2},\right\| \|$ being the Euclidean norm, is called future lightcone and its closure is

$$
\begin{equation*}
\overline{\mathcal{L}^{+}}=\left\{(\alpha+\mathbf{v}) \in \mathbb{R} \oplus \mathbb{R}^{2}: \alpha \geq 0,\|(\alpha+\mathbf{v})\|_{\mathcal{M}}^{2} \geq 0\right\} \tag{18}
\end{equation*}
$$

moreover

$$
\begin{equation*}
\mathcal{H}^{+}(2, \mathbb{R})=\left\{X \in \mathcal{M}(2, \mathbb{R}): X^{t}=X \text { and }\langle\mathbf{v}, X \mathbf{v}\rangle>0 \quad \forall \mathbf{v} \in \mathbb{R}^{2} \backslash\{0\}\right\} \tag{19}
\end{equation*}
$$

is the cone of positive-definite $2 \times 2$ real matrices and

$$
\begin{equation*}
\overline{\mathcal{H}^{+}}(2, \mathbb{R})=\left\{X \in \mathcal{M}(2, \mathbb{R}): X^{t}=X \text { and }\langle\mathbf{v}, X \mathbf{v}\rangle \geq 0 \quad \forall \mathbf{v} \in \mathbb{R}^{2}\right\} \tag{20}
\end{equation*}
$$

is the set of positive semi-definite $2 \times 2$ real matrices.
For later purposes, we underline here that the positive cone (Actually $\mathcal{C}(\mathcal{A})$ is a symmetric cone, i.e., an open convex regular homogeneous self-dual cone, for all FRJA $\mathcal{A}$ and, by the Koecher-Vinberg theorem, see, e.g., $[27,31,32]$, every symmetric cone is isomorphic to the positive cone of a FRJA.) $\mathcal{C}(\mathcal{A})$ of a FRJA $\mathcal{A}$ has the remarkable property of being self-dual, see, e.g., [27], i.e., $\mathcal{C}(\mathcal{A})=\mathcal{C}^{*}(\mathcal{A})$, where $\mathcal{C}^{*}(\mathcal{A})$ is called dual cone and it is defined as follows

$$
\begin{equation*}
\mathcal{C}^{*}(\mathcal{A})=\{a \in \mathcal{A}: \forall b \in \mathcal{C}(\mathcal{A}),\langle a, b\rangle>0\} \cong\left\{\omega \in \mathcal{A}^{*}: \forall b \in \mathcal{C}(\mathcal{A}), \omega(b)>0\right\} \tag{21}
\end{equation*}
$$

The isomorphism above is a direct consequence of the Riesz representation theorem which allows us to identify every element $a \in \mathcal{A}$ with one and only one linear functional $\omega \in \mathcal{A}^{*}$, the dual of the vector space underlying $\mathcal{A} . \omega \in \mathcal{A}^{*}$ is called positive if $\omega(a) \geq 0$ for all $a \in \overline{\mathcal{C}}(\mathcal{A})$. If we denote with $\mathcal{A}_{+}^{*}$ the set of positive functionals on $\mathcal{A}$ then, by self-duality, we have the identification $\mathcal{A}_{+}^{*} \cong \overline{\mathcal{C}}(\mathcal{A})$, so, thanks to (15):

$$
\begin{equation*}
\mathcal{H}(2, \mathbb{R})_{+}^{*} \cong \overline{\mathcal{H}^{+}}(2, \mathbb{R}) \quad \text { and } \quad\left(\mathbb{R} \oplus \mathbb{R}^{2}\right)_{+}^{*} \cong \overline{\mathcal{L}^{+}} \tag{22}
\end{equation*}
$$

The results that we have recalled so far allow us to show how Resnikoff's finding about the classification of possible perceived color spaces $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ appearing in (3) can be related to Jordan algebras theory. In fact, on one side, $\mathcal{C}_{1}$ coincides with the positive cone of the associative Jordan algebra $\mathcal{A}_{1}=\mathbb{R} \oplus \mathbb{R} \oplus \mathbb{R}$. On the other side, every matrix $X$ of $\mathcal{H}^{+}(2, \mathbb{R})$, the positive cone of the non-associative Jordan algebra $\mathcal{A}_{2}=\mathcal{H}(2, \mathbb{R})$, has a strictly positive determinant, so we can always decompose it as $X=\sqrt{\operatorname{det}(X)} \frac{X}{\sqrt{\operatorname{det}(X)}} \equiv \sqrt{\operatorname{det}(X)} Y$, where $Y \in \mathcal{H}_{1}^{+}(2, \mathbb{R})$, the subset of $\mathcal{H}^{+}(2, \mathbb{R})$ given by matrices with unit determinant. Hence $\mathcal{H}^{+}(2, \mathbb{R}) \cong \mathbb{R}^{+} \times \mathcal{H}_{1}^{+}(2, \mathbb{R}) \cong \mathcal{C}_{2}$. In other words, the two color space found by Resnikoff can be identified with the positive cones of the only two non-isomorphic formally real Jordan algebras of dimension 3.

This is as far as Resnikoff went in their paper [14]. In Section 4, we will show how to extend Resnikoff ideas to a quantum theory of color perception. The exposition will be clearer if we first explain, in the next subsection, how Jordan algebras relate to quantum theories.

### 3.2. Jordan Algebras and Algebraic Formulation of Quantum Theories

The birth (and also the name) of quantum mechanics is related to the need to explain the outcomes of physical experiments involving energy quantization. After the early for-
malization attempts of Born, Heisenberg and Jordan with the so-called 'matrix mechanics' and of Schrödinger with their 'wave mechanics', first Dirac in [33] and then von Neumann in [34] provided the abstract setting based on Hilbert spaces and Hermitian operators that, nowadays, we call the ordinary axiomatization of (non-relativistic) quantum mechanics. The work of Dirac and von Neumann is unanimously considered extraordinary not only for their rigorous formalization of quantum mechanics, but also because they boldly gave up preconceptions about nature, such as continuity and deterministic behavior, and simply build the quantum theory from scratch out of the experiments, by searching the minimal mathematical framework and the most suitable names, objects and laws that described the outcome of the experiments. They did not allow previous philosophical dogmas about how nature 'should' work to tell them what to do, instead they let nature to speak for itself through mathematics.

In this sense, quantum mechanics, despite its great mathematical abstractness, is as attached to practical experiments and measurements as it can be. This explains why mathematical definitions always go hand by hand with 'operational' definitions in quantum mechanics. Following this tradition, we start by the operational definitions that we will mimic in Section 4 for a perceptual system:

- A physical system $\mathcal{S}$ is described as a setting where we can perform physical measurements giving rise to quantitative results in conditions that are as isolated as possible from external influences;
- A state of $\mathcal{S}$ is the way it is prepared for the measurement of its observables;
- Observables in $\mathcal{S}$ are the objects of measures and are associated with the physical apparatus used to measure them on a given state;
- An expected value of an observable in a given state is the average result of multiple measurements of the observable when the system is prepared each time in the same state.
It is clear that observables characterize a state through their measurements and, vice versa, the preparation of a particular state characterizes the experimental results that will be obtained on the observables. This duality observable-state, as we will see in this subsection, can be formalized mathematically.

In the ordinary mathematical axiomatization of quantum mechanics a physical system is associated to a Hilbert space $\mathcal{H}$, a state to a ray of $\mathcal{H}$ (i.e., the linear span of a vector of $\mathcal{H})$, an observable to an Hermitian operator $A: \mathcal{H} \rightarrow \mathcal{H}$ and, finally, the expected value of $A$ on a state is associated to an element of its spectrum.

Besides this ordinary axiomatization of a quantum system, other, more profound, axiomatizations emerged later. Probably the most general and surely the best suited for our purposes is the so-called algebraic formulation, pioneered by Jordan, von Neumann and Wigner in [30]. von Neumann massively contributed to the Hilbert space formalization of quantum mechanics while he was an assistant of Hilbert in Göttingen between 1926 and 1932, year in which he published the book [34]. However, he soon came to the conclusion that, from an algebraic point of view, the Hilbert space formulation of quantum mechanics was not optimally suited [35]: in fact, linear operators on a Hilbert space form an algebra under composition, but two Hermitian operators (associated to quantum observables) are stable under composition if and only if they commute, moreover, on the operational side, the composition of observables makes sense only under restrictive conditions.

These considerations led them to warmly welcome Jordan's 1932 proposal [26] to replace the non-commutative and operationally problematic composition product with the commutative and operationally significant Jordan matrix product defined in Equation (8), even if that meant to renounce to associativity. The meaningfulness of the product $a \circ b=\frac{1}{2}(a b+b a)$ lies in Jordan's 'brilliantly trivial' observation that it can be re-written as $\frac{1}{2}\left[(a+b)^{2}-a^{2}-b^{2}\right]$ or $\frac{1}{4}\left[(a+b)^{2}-(a-b)^{2}\right]$ where all the operations involved make perfect sense in quantum mechanics, in particular, the square of an observable is simply interpreted as a change of scale in the instrument used for its measurement [36].

As underlined in [37], the algebraic formulation of a physical theory is perhaps the most general because it can encompass both classical and quantum systems. The postulates of direct interest for us are the following:

- A physical system $\mathcal{S}$ is described by its observables, which are elements of an algebra $\mathcal{A}$ with unit 1 endowed with a partial ordering. Notice that this does not mean that all the elements of $\mathcal{A}$ are observables, but only that the observables of $\mathcal{S}$ are contained in $\mathcal{A}$;
- If $\mathcal{A}$ is a commutative and associative algebra, then we deal with a classical system; otherwise, we call $\mathcal{S}$ a quantum system;
- A state on $\mathcal{A}$ is a positive normalized linear functional $\omega: \mathcal{A} \rightarrow \mathbb{R}$, i.e.,
- If $a \in \mathcal{A}$ is positive, accordingly to the partial ordering of $\mathcal{A}$, then $\omega(a) \geq 0$;
- $\quad \omega(\mathbf{1})=1$.
- Given an observable $a \in \mathcal{A}$ and a preparation of the system, i.e., a state $\omega$, we can associate the number $\langle a\rangle_{\omega}:=\omega(a)$, called the expectation value of the variable $a \in \mathcal{A}$ on the state $\omega . \omega(a)$ is operationally obtained by performing replicated measurements of $a$ on identically prepared states and by taking the average over the outcomes of measurements.
It is important to motivate why the lack of commutativity or associativity of $\mathcal{A}$ is the key property to establish the quantum-like character of a theory. The real philosophical and mathematical core of a quantum system is not energy quantization (in fact, also in quantum mechanics there can be continuous energy bands, e.g., in solid state quantum physics, corresponding to the continuous part of the spectrum of an Hermitian operator.), but Heisenberg's uncertainty principle [38], i.e., paraphrasing the beautiful description contained in [36], the empirical observation of the existence of observables that cannot be measured simultaneously: the measurement of one of them introduces an unavoidable limit in the precision by which another can be measured, as happens for the observable of the so-called Heisenberg algebra [39].

Mathematically, this profound physical fact has nothing to do with the discrete spectrum of an Hermitian operator on a Hilbert space, but with the fact that such operators form an associative but non-commutative algebra. Crucially, Jordan, von Neumann and Wigner proven in [30] that also a commutative but non-associative algebra of observables can be used to encode this fundamental fact. Hence, the passage from the associative and commutative algebra of observables (real-valued functions on the phase space) of classical mechanics to the either non-associative or non-commutative algebraic structure of quantum mechanics is the profound and crucial distinction between the two kind of theories.

As we have seen, a FRJA is always commutative, but it can be associative or not, in Section 4 we will use this property to interpret ordinary colorimetry as a classical theory and to establish a novel quantum theory of color perception through the choice of a nonassociative FRJA of observables. A similar use of Jordan algebras has been performed by Emch in statistical mechanics and quantum field theory [40].

Before doing that, let us complete this section by recalling the fundamental concept of density matrix and its relation to pure and mixed states.

In Section 3.1, we have seen that Riesz's representation theorem and self-duality imply that $\mathcal{A}_{+}^{*} \cong \overline{\mathcal{C}}(\mathcal{A})$, i.e., the set of positive functionals of a FRJA $\mathcal{A}$ can be identified with positive elements of $\mathcal{A}$, which form a closed convex cone.

Thanks to this result, it is very easy to associate states to elements of $\mathcal{A}$ by imposing normalization. For historical reasons, these elements are typically denoted with $\rho$ and called density matrices. Recalling Equation (9), the normalization condition can be simply written as follows:

$$
\begin{equation*}
1=\omega_{\rho}(\mathbf{1})=\langle\rho, \mathbf{1}\rangle=\operatorname{Tr}(\rho \circ \mathbf{1})=\operatorname{Tr}(\rho) . \tag{23}
\end{equation*}
$$

As a consequence, the 'duality state-observable', i.e., the isomorphism between the set of states $\mathcal{S}(\mathcal{A})$ (a subset of $\mathcal{A}^{*}$ ) and the set of density matrices $\mathcal{D} \mathcal{M}(\mathcal{A})$ (a subset of $\mathcal{A}$ ), is given by:

$$
\begin{equation*}
\mathcal{S}(\mathcal{A}) \cong \mathcal{D} \mathcal{M}(\mathcal{A})=\{\rho \in \overline{\mathcal{C}}(\mathcal{A}), \operatorname{Tr}(\rho)=1\} \tag{24}
\end{equation*}
$$

So, for every state $\omega \in \mathcal{S}(\mathcal{A}) \subset \mathcal{A}^{*}$, there is one and only one density matrix $\rho \in$ $\mathcal{D} \mathcal{M}(\mathcal{A}) \subset \mathcal{A}$ such that the expectation value of $a \in \mathcal{A}$ is given by:

$$
\begin{equation*}
\omega(a)=\langle a\rangle_{\omega} \equiv\langle a\rangle_{\rho}=\operatorname{Tr}(\rho \circ a) . \tag{25}
\end{equation*}
$$

Density matrices can be associated to both pure and mixed states. We say that a state $\omega$ is the mixture of the two states $\omega_{1}, \omega_{2}$ if we can write $\omega$ as the convex combination of $\omega_{1}, \omega_{2}$, i.e., if there exists $0<\lambda<1$ such that $\omega=\lambda \omega_{1}+(1-\lambda) \omega_{2}$. More generally, a mixed state $\omega$ is the convex combination of $n$ states $\omega_{i}, i=1, \ldots, n, n \geq 2$, i.e.,

$$
\omega=\sum_{i=1}^{n} \lambda_{i} \omega_{i}, \text { with } \sum_{i=1}^{n} \lambda_{i}=1
$$

A state $\omega$ is pure if it cannot be written as a convex linear combination of other states. Geometrically speaking, a pure state does not lie in any open line segment joining two states. So, for example, if the set of states is represented by a disk or a sphere, then the pure states are those lying on the perimeter of the disk or the spherical surface, respectively. In Section 4, we will confirm this fact for an important case of interest for our theory of color.

Remarkably, if we associate a density matrix $\rho$ to a state $\omega$, then we can establish if $\omega$ is pure or mixed thanks to this very simple criterion, see, e.g., [37] or [41]:

- $\quad \rho$ describes a pure state if and only if $\operatorname{Tr}\left(\rho^{2}\right)=1$;
- $\quad \rho$ describes a mixed state if and only if $\operatorname{Tr}\left(\rho^{2}\right)<1$.

If we denote with $\mathcal{P S}(\mathcal{A})$ the set of pure states of a system with algebra of observables given by the FRJA $\mathcal{A}$, then we can write:

$$
\begin{equation*}
\mathcal{P} \mathcal{S}(\mathcal{A}) \cong\left\{\rho \in \overline{\mathcal{C}}(\mathcal{A}), \operatorname{Tr}(\rho)=1, \operatorname{Tr}\left(\rho^{2}\right)=1\right\}=\left\{\rho \in \mathcal{D} \mathcal{M}(\mathcal{A}), \operatorname{Tr}\left(\rho^{2}\right)=1\right\} \tag{26}
\end{equation*}
$$

Another way to characterize the purity of a state is through the so-called von Neumann entropy, defined as

$$
\begin{equation*}
S(\rho)=-\operatorname{Tr}(\rho \circ \log \rho) \tag{27}
\end{equation*}
$$

It is possible to prove that, see, e.g., [42] or [43]:

- If $\mathcal{A}$ is a real matrix Jordan algebra, then

$$
\begin{equation*}
S(\rho)=-\sum_{k} \lambda_{k} \log \lambda_{k} \tag{28}
\end{equation*}
$$

where the numbers $\lambda_{k}$ are the eigenvalues of $\rho$ repeated as many times in the sum as their algebraic multiplicity;

- $\quad \rho$ describes a pure state if and only if $S(\rho)=0$ (minimum entropy, i.e., maximal amount of information), if $S(\rho)>0, \rho$ describes to a mixed state;
- $\quad S$ is invariant under orthogonal conjugation, i.e., $S\left(O \rho O^{t}\right)=S(\rho)$, for all $O \in \mathrm{O}(n)$, $n=\operatorname{dim}(\mathcal{A})$;
- $\quad S(\rho)$ is a concave function of $\rho$ in the following sense: $S\left(t \rho_{1}+(1-t) \rho_{2}\right) \geq t S\left(\rho_{1}\right)+$ $(1-t) S\left(\rho_{2}\right)$ for all couples of density matrices $\rho_{1}, \rho_{2}$.
- The state of maximal entropy, or of minimal amount of information, is the normalized unit of the FRJA $\mathcal{A}$ :

$$
\begin{equation*}
\rho_{0}:=\underset{\rho}{\operatorname{argmax}} S(\rho)=\frac{1}{\operatorname{Tr}(\mathbf{1})} \mathbf{1} \in \mathcal{D} \mathcal{M}(\mathcal{A}) . \tag{29}
\end{equation*}
$$

## 4. A Quantum Theory of Color Perception

We are now ready to state our operational axioms for a theory of color perception by mimicking those of the algebraic formulation of a physical theory:

- A visual scene is a setting where we can perform psycho-visual measurements in conditions that are as isolated as possible from external influences;
- A perceptual chromatic state is represented by the preparation of a visual scene for psycho-visual experiments;
- A perceptual color is the observable identified with a psycho-visual measurement performed on a given perceptual chromatic state;
- A perceived color is the expected value of a perceptual color after a psycho-visual measurement.

It is worthwhile underlying two facts about the previous assumptions:

- Well-known colorimetric definitions such as additive or substractive synthesis of color stimuli, aperture or surface color, color in context, and so on, are incorporated in the concept of preparation of a perceptual chromatic state. A first example of preparation is the set up a visual scene where an observer in a dark room has to look at a screen, where a light stimulus with foveal aperture w.r.t. the observer provokes a color sensation. A second example of preparation is given by an observer adapted to an illuminant in a room who looks at the patch of a surface. The perceptual chromatic states identified by these two preparations are, in general, different;
- The instruments used to measure the observables are not physical devices, but the sensory system of a human being. Moreover, the results may vary from person to person, thus the average procedure needed to experimentally define the expected value of an observable on a given state is, in general, observer-dependent. The response of an ideal standard observer can be obtained through a further statistical average on the observer-dependent expected values of an observable in a given state.
On the mathematical side, the only axiom that we consider is the following, first introduced in [8]:

TRICHROMACY AXIOM: -The space of perceptual colors is the positive cone $\mathcal{C}$ of a formally real Jordan algebra of real dimension 3.

Notice that we associate $\mathcal{C}$ to perceptual colors, i.e., observable colors, and not to perceived colors, i.e., their expectation values after measurements. In Section 5, we will motivate the reason why we consider this association more appropriate by discussing the subtle concept of measurement implicitly involved in the definition of perceived color.

As we have discussed in Section 3.1, the only formally real Jordan algebra of real dimension 3 are the associative Jordan algebra $\mathbb{R} \oplus \mathbb{R} \oplus \mathbb{R}$ and the non-associative and naturally isomorphic Jordan algebras $\mathcal{H}(2, \mathbb{R}) \cong \mathbb{R} \oplus \mathbb{R}^{2}$. The positive cones of $\mathbb{R} \oplus \mathbb{R} \oplus \mathbb{R}$ and $\mathcal{H}(2, \mathbb{R})$ agree exactly with those found by Resnikoff by adding the homogeneity axiom to the set of experimentally well-established Schrödinger's axioms.

If we transpose the algebraic formulation of physical theories to the case of a perceptual theory of color, we immediately have that:

- A theory of color perception associated to the FRJA $\mathbb{R} \oplus \mathbb{R} \oplus \mathbb{R}$ is classical;
- A theory of color perception associated to the $\operatorname{FRJAs} \mathcal{H}(2, \mathbb{R}) \cong \mathbb{R} \oplus \mathbb{R}^{2}$ is quantum-like.

As previously seen, standard colorimetry is associated to the FRJA $\mathbb{R} \oplus \mathbb{R} \oplus \mathbb{R}$ and so it is a classical theory associated to a geometrically trivial cone of observables. In [8], the much geometrically richer 'quantum colorimetry' associated to the FRJAs $\mathcal{H}(2, \mathbb{R}) \cong \mathbb{R} \oplus \mathbb{R}^{2}$ has been investigated by exploiting, among other techniques, the results about density matrices and von Neumann entropy recalled above.

The results obtained in [8] will be summarized in the following subsections. Before that, we would like to spend a few words to motivate why a quantum theory of color perception is not only a valid option, but, in our opinion, it makes much more sense than a classical one.

The well-known Copenhagen interpretation of quantum mechanics assumes that the nature of microscopic world, contrary to the macroscopic one, is intrinsically probabilistic and, coherently with that, each quantum measurement must be interpreted in a probabilistic way. The same elusiveness characterize color perception: it is well-known that the outcome of multiple experiments where an observer must chose, say, a Munsell chip to match a given color patch under a fixed illuminant is, in the large majority of cases, not a sharp choice, but a distribution of close selections around the most frequent one. If we use the terms introduced above we have that, in spite of the fact that the visual scene has been prepared in the same chromatic state, the only way to characterize the perceived color of the patch is through the expected value of a probability distribution.

Remarkably, the great theoretical physicist A. Ashtekar and their collaborators, A. Corichi and M. Pierri, foresaw in [44] the possibility of a quantum theory of color vision by writing: 'the underlying mathematical structure is reminiscent of the structure of states (i.e., density matrices) in quantum mechanics. The space of all states is also convex-linear, the boundary consists of pure states and any mixed state can be obtained by a superposition of pure states. In the present case, the spectral colors are the analogs of pure states'. In the following subsections we will see how this intuition can be precisely formalized.

Finally, let us also uphold a peculiar feature of the quantum theory of color perception: it is based on real numbers. This may sound odd, since quantum mechanics is usually thought to be an intrinsically complex theory, this, however, is a misconception. In fact, as remarked in [45], the quantum description of observable as an Hermitian operator acting on a Hilbert space and of state as a density matrix is based upon the spectral theorem and Gleason's theorem, respectively. Both theorems retain their validity on real or quaternionic Hilbert spaces, so, contrary to common belief, a real or quaternionic quantum theory of observables, states and related concepts is as legitimate as a complex quantum theory.

### 4.1. Pure and Mixed Quantum Chromatic States

If we specialize Equation (24) in the case $\mathcal{A}=\mathcal{H}(2, \mathbb{R})$ we get:

$$
\begin{equation*}
\mathcal{S}(\mathcal{H}(2, \mathbb{R})) \cong \mathcal{D} \mathcal{M}(\mathcal{H}(2, \mathbb{R}))=\{\rho \in \overline{\mathcal{C}}(\mathcal{H}(2, \mathbb{R})), \operatorname{Tr}(\rho)=1\} \tag{30}
\end{equation*}
$$

but, thanks to (15), $\overline{\mathcal{C}}(\mathcal{H}(2, \mathbb{R}))=\overline{\mathcal{H}^{+}}(2, \mathbb{R})$, which is a closed convex cone embedded in a 3-dimensional vector space. The linear constraint $\operatorname{Tr}(\rho)=1$ represents a 2-dimensional hyperplane, thus, geometrically, $\mathcal{D} \mathcal{M}(\mathcal{H}(2, \mathbb{R}))$ is expected to be 2-dimensional. If we add the condition $\operatorname{Tr}\left(\rho^{2}\right)=1$ to obtain pure states, we further reduce the dimension to 1 . Coherently with these considerations, we have:

$$
\mathcal{S}(\mathcal{H}(2, \mathbb{R})) \cong \mathcal{D} \mathcal{M}(\mathcal{H}(2, \mathbb{R}))=\left\{\rho\left(v_{1}, v_{2}\right) \equiv \frac{1}{2}\left(\begin{array}{cc}
1+v_{1} & v_{2}  \tag{31}\\
v_{2} & 1-v_{1}
\end{array}\right), \text { with } v_{1}^{2}+v_{2}^{2} \leq 1\right\} \cong \mathbf{D},
$$

and

$$
\mathcal{P S}(\mathcal{H}(2, \mathbb{R})) \cong\left\{\rho\left(v_{1}, v_{2}\right)=\frac{1}{2}\left(\begin{array}{cc}
1+v_{1} & v_{2}  \tag{32}\\
v_{2} & 1-v_{1}
\end{array}\right), \text { with } v_{1}^{2}+v_{2}^{2}=1\right\} \cong S^{1}
$$

where $\mathbf{D}$ is the closed unit disk in $\mathbb{R}^{2}$ centered in the origin and $S^{1}$ is its border.
The extension of these results to the spin factor $\mathbb{R} \oplus \mathbb{R}^{2}$ is obtained immediately by applying the isomorphism defined in (14) on the matrices $\rho\left(v_{1}, v_{2}\right)$ :

$$
\phi\left(\rho\left(v_{1}, v_{2}\right)\right)=\phi\left(\frac{1}{2}\left(\begin{array}{cc}
1+v_{1} & v_{2} \\
v_{2} & 1-v_{1}
\end{array}\right)\right)=\frac{1}{2}\left(1+\left(v_{1}, v_{2}\right)\right) \equiv \frac{1}{2}(1+\mathbf{v})=: s_{\mathbf{v}}
$$

so that

$$
\begin{equation*}
\mathcal{S}\left(\mathbb{R} \oplus \mathbb{R}^{2}\right) \cong \mathcal{D} \mathcal{M}\left(\mathbb{R} \oplus \mathbb{R}^{2}\right)=\left\{s_{\mathbf{v}}=\frac{1}{2}(1+\mathbf{v}),\|\mathbf{v}\| \leq 1\right\} \cong \mathbf{D} \tag{33}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{P S}\left(\mathbb{R} \oplus \mathbb{R}^{2}\right) \cong\left\{s_{\mathbf{v}}=\frac{1}{2}(1+\mathbf{v}),\|\mathbf{v}\|=1\right\} \cong S^{1} \tag{34}
\end{equation*}
$$

These results show that the states of our quantum color perception theory constitute the real version of the so-called Bloch sphere, that, in complex quantum mechanics, harbors the states of a qubit (e.g., an electron with its two spin states), whose Hilbert space state is $\mathbb{C}^{2}$. Following Wootters, see, e.g., [46], we call this system a rebit, the portmanteau of 'real qubit'.

Since we lose a dimension passing from complex to real numbers, the Bloch sphere of a rebit becomes the Bloch disk $\mathbf{D}$ : the points in its interior parameterize mixed chromatic states, while those lying on the border $S^{1}$, parameterize pure chromatic states.

### 4.2. Von Neumann Entropy of Quantum Chromatic States: Saturation and Hue

Thanks to the von Neumann entropy, we can provide an explicit measure of the degree of purity of a quantum chromatic state. Let us start with the maximal von Neumann entropy, expressed by formula (29): the identity element of $\mathcal{A}=\mathcal{H}(2, \mathbb{R})$ is $I_{2}=2 \rho(0,0)$ and $\operatorname{Tr}\left(I_{2}\right)=2$, so

$$
\rho_{0}:=\frac{1}{2} I_{2}=\rho(0,0) \in \mathcal{H}(2, \mathbb{R})
$$

i.e., the state of maximal von Neumann entropy for $\mathcal{H}(2, \mathbb{R})$ is parameterized by the origin of the unit disk $\mathbf{D}$.

By using the isomorphism defined in (14), we can obtain the density matrix of associated to the maximal von Neumann entropy in the case $\mathcal{A}=\mathbb{R} \oplus \mathbb{R}^{2}$, obtaining:

$$
\begin{equation*}
\phi\left(\rho_{0}\right)=\frac{1}{2}(1+\mathbf{0}) \in \mathbb{R} \oplus \mathbb{R}^{2} \tag{35}
\end{equation*}
$$

The von Neumann entropy of a generic quantum chromatic state can be computed easily if we express the parameters $\left(v_{1}, v_{2}\right) \in \mathbf{D}$ of a density matrix to the polar form $(r \cos \vartheta, r \sin \vartheta)$, with $r \in[0,1], \vartheta \in[0,2 \pi)$, the most natural parameterization of the disk D, obtaining:

$$
\rho(r, \vartheta)=\frac{1}{2}\left(\begin{array}{cc}
1+r \cos \vartheta & r \sin \vartheta  \tag{36}\\
r \sin \vartheta & 1-r \cos \vartheta
\end{array}\right) .
$$

Thanks to Formula (28), by direct computation we get that the von Neumann Entropy of a quantum state described by the density matrix $\rho(r, \vartheta)$ can be written as follows:

$$
\begin{equation*}
S(\rho(r, \vartheta))=S(r)=-\log \left(\frac{1-r}{2}\right)^{\frac{1-r}{2}}\left(\frac{1+r}{2}\right)^{\frac{1+r}{2}}=\log 2-\log (1-r)-(1+r) \tanh ^{-1}(r), 0 \leq r<1 \tag{37}
\end{equation*}
$$

and $S(1):=\lim _{r \rightarrow 1^{-}} S(r)=0$. This explicit expression is coherent with the properties of von Neumann entropy listed in Section 3.2: $S(\rho(r, \vartheta))$ is a radial concave bijective function on $[0,1]$, its maximum and minimum values are $\log (2)$ and 0 , reached in correspondence of $r=0$ and $r=1$, respectively.

Since $r=0$ identifies the maximal von Neumann entropy of a quantum chromatic state and $r=1$ identifies pure quantum chromatic states, it seems reasonable to associate the von Neumann entropy to the saturation of a perceptual color: when $r=0$ we have the minimal chromatic information available, i.e., $r=0$ describes achromatic colors; when $r=1$, instead, we have the maximal chromatic information, i.e., $r=1$ describes fully saturated colors and this holds for all values of the angle $\vartheta \in[0,2 \pi)$. This implied that it also seems reasonable to associate the density matrices

$$
\rho(1, \vartheta)=\frac{1}{2}\left(\begin{array}{cc}
1+\cos \vartheta & \sin \vartheta  \tag{38}\\
\sin \vartheta & 1-\cos \vartheta
\end{array}\right), \quad \vartheta \in[0,2 \pi),
$$

to quantum chromatic states of 'pure hue'.

The easiest way to obtain a saturation formula from the von Neumann entropy that associates to achromatic colors the value 0 and to pure hues the value 1 is the following:

$$
\begin{equation*}
\sigma(r):=\frac{\log (2)-S(r)}{\log (2)}=\frac{\log (1-r)+(1+r) \tanh ^{-1}(r)}{\log (2)}=\log _{2}(1-r)+\frac{1}{2}(1+r) \log _{2}\left(\frac{1+r}{1-r}\right) \tag{39}
\end{equation*}
$$

The graph of $\sigma(r)$ can be seen in Figure 3. Its convex behavior, with a small slope near $r=0$, a linear behavior near $r=1 / 2$ and a large slope near $r=1$ seems to fit well with common perception. The definition of saturation is probably the most elusive among color attributes, thus we are very interested to conduct careful tests in collaboration with psycho-physicists in order to validate or improve this definition of saturation, recalling once more that we are modeling color perception in very restrictive conditions and not in natural scenes.


Figure 3. A proposal for the saturation of a quantum chromatic state from built from its von Neumann entropy.

### 4.3. Hering's Chromatic Opponency and Its Role in the Encoding of Visual Signals

One of the most important results of [8] is a mathematical explanation of Hering opponency [47], i.e., the fact that no color is simultaneously perceived as reddish and greenish, or as yellowish and bluish and, even more importantly, that the encoding of light signals performed by the human visual system, i.e., the superposition of achromatic plus chromatically opponent information performed mainly by ganglion cells, see, e.g., [48], can be intrinsically described by the mathematical framework of the quantum theory of color perception. This is very important because, up to the authors' knowledge, only an a posteriori explanation of this physiological behavior based on natural image statistics was available, see, e.g., [49-51] and the references therein.

In order to obtain the results claimed above it is necessary to introduce the two Pauli-like matrices $\sigma_{1}, \sigma_{2}$ given by

$$
\sigma_{1}=\left(\begin{array}{cc}
1 & 0  \tag{40}\\
0 & -1
\end{array}\right), \quad \sigma_{2}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)
$$

and to notice that the set $\left(\sigma_{0}, \sigma_{1}, \sigma_{2}\right)$, where $\sigma_{0}=I_{2}$, is a basis for $\mathcal{H}(2, \mathbb{R})$.
By direct computation, the generic density matrix of $\mathcal{H}(2, \mathbb{R})$ can be obtained from this basis as follows:

$$
\rho\left(v_{1}, v_{2}\right)=\frac{1}{2}\left(I_{2}+v_{1} \sigma_{1}+v_{2} \sigma_{2}\right)=\rho_{0}+\frac{1}{2}\left(v_{1} \sigma_{1}+v_{2} \sigma_{2}\right), \quad\left\|\left(v_{1}, v_{2}\right)\right\| \leq 1
$$

or, in polar coordinates,

$$
\begin{equation*}
\rho(r, \vartheta)=\rho_{0}+\frac{r \cos \vartheta}{2} \sigma_{1}+\frac{r \sin \vartheta}{2} \sigma_{2}, \quad r \in[0,1], \vartheta \in[0,2 \pi) . \tag{41}
\end{equation*}
$$

Let us express $\sigma_{1}$ and $\sigma_{2}$ in terms of suitable density matrices by considering the following pure state density matrices corresponding to noticeable values of the angle $\vartheta$ :

$$
\begin{equation*}
\rho(1,0)=\rho_{0}+\frac{\sigma_{1}}{2}, \quad \rho(1, \pi)=\rho_{0}-\frac{\sigma_{1}}{2}, \quad \rho\left(1, \frac{\pi}{2}\right)=\rho_{0}+\frac{\sigma_{2}}{2}, \quad \rho\left(1, \frac{3 \pi}{2}\right)=\rho_{0}-\frac{\sigma_{2}}{2} \tag{42}
\end{equation*}
$$

we have:

$$
\begin{equation*}
\sigma_{1}=\rho(1,0)-\rho(1, \pi) \quad \text { and } \quad \sigma_{2}=\rho\left(1, \frac{\pi}{2}\right)-\rho\left(1, \frac{3 \pi}{2}\right) \tag{43}
\end{equation*}
$$

by introducing these expressions in Equation (41) we arrive at the formula

$$
\begin{equation*}
\rho(r, \vartheta)=\rho_{0}+\frac{r \cos \vartheta}{2}[\rho(1,0)-\rho(1, \pi)]+\frac{r \sin \vartheta}{2}\left[\rho\left(1, \frac{\pi}{2}\right)-\rho\left(1, \frac{3 \pi}{2}\right)\right] \tag{44}
\end{equation*}
$$

which implies that the generic quantum chromatic state represented by a density matrix $\rho(r, \vartheta)$, with $(r \cos \vartheta, r \sin \vartheta) \in \mathbf{D}$ can be seen as the superposition of:

- The maximally von Neumann entropy state $\rho_{0}$, which represents the achromatic state;
- Two pairs of diametrically opposed pure hues.

This purely theoretical result can be connected to Hering's theory [47] by identifying the pairs of pure hues with red vs. green and yellow vs. blue, or to the neural coding theory of de Valois [52] by identifying them with pinkish-red vs. cyan and violet vs. greenishyellow. In spite of the particular identification, the important fact to underline is that our framework allows to intrinsically represent the retinal encoding of visual signals without the need of any a posteriori analysis or manipulation.

We note also that if we sum all the density matrices listed in Equation (42) we get $4 \rho_{0}$, so

$$
\begin{equation*}
\rho_{0}=\frac{1}{4} \rho(1,0)+\frac{1}{4} \rho(1, \pi)+\frac{1}{4} \rho\left(1, \frac{\pi}{2}\right)+\frac{1}{4} \rho\left(1, \frac{3 \pi}{2}\right) \tag{45}
\end{equation*}
$$

i.e., the achromatic state $\rho_{0}$ is the mixed state obtained by a convex combination of pure chromatic states where each one of them appears with the same probability coefficient. This fact further supports the interpretation of $\rho_{0}$ as the achromatic state.

The expected values of the Pauli-like matrices $\sigma_{1}$ and $\sigma_{2}$ on the chromatic state represented by $\rho(r, \vartheta)$ carry a very important information. To compute them, we can use the formula

$$
\begin{equation*}
\left\langle\sigma_{i}\right\rangle_{\rho(r, \vartheta)}=\operatorname{Tr}\left(\rho(r, \vartheta) \circ \sigma_{i}\right), \quad i=1,2 \tag{46}
\end{equation*}
$$

which, by direct computation, gives

$$
\begin{equation*}
\left\langle\sigma_{1}\right\rangle_{\rho(r, \vartheta)}=r \cos \vartheta \quad \text { and } \quad\left\langle\sigma_{2}\right\rangle_{\rho(r, \vartheta)}=r \sin \vartheta \tag{47}
\end{equation*}
$$

Being the cosine and the sine the projection of the unit vector in the disk $\mathbf{D}$ on the horizontal and vertical axis, respectively, the interpretation of the previous results is immediate: the expected value of $\sigma_{1}$ (resp. $\sigma_{2}$ ) is the degree of opposition between the two pure color states that lie at extreme points of the horizontal (resp. vertical) segment $[-1,1]$.

Figure 4 gives a graphical representation of what was just stated. It can be interpreted as a mathematically rigorous quantum version of Newton's circle.


Figure 4. The unit (Bloch) disk $\mathbf{D}$ in $\mathbb{R}^{2}$, whose points represent quantum chromatic states. The points of its border $S^{1}$ represent pure quantum chromatic states and the center represents the achromatic state.

In the model that we have described, Hering's observation about the fact that a color cannot be perceived simultaneously as greenish and reddish, or as bluish and yellowish, is an immediate consequence of the fact that the value of $\cos \vartheta$ and $\sin \vartheta \operatorname{cannot}$ be simultaneously positive and negative.

Each pure state associated to a hue can be represented by the density matrix

$$
\rho(1, \vartheta)=\frac{1}{2}\left(\begin{array}{cc}
1+\cos \vartheta & \sin \vartheta \\
\sin \vartheta & 1-\cos \vartheta
\end{array}\right)=\frac{1}{2}\left(\begin{array}{cc}
1+\left\langle\sigma_{1}\right\rangle_{\rho(1, \vartheta)} & \left\langle\sigma_{2}\right\rangle_{\rho(1, \vartheta)} \\
\left\langle\sigma_{2}\right\rangle_{\rho(1, \vartheta)} & 1-\left\langle\sigma_{1}\right\rangle_{\rho(1, \vartheta)}
\end{array}\right),
$$

or, equivalently, to the point $(\cos \vartheta, \sin \vartheta) \in S^{1}$. This implies that, in this model of color perception, each hue is uniquely associated to a pair numbers belonging to $[-1,1]$ representing the degrees of opposition red-green and blue-yellow of that particular hue.

### 4.4. Uncertainty Relations for Chromatic Opponency

As we have previously said, the essence of a quantum theory is the existence of uncertainty relations for some observables. In this subsection we are going to derive such uncertainty relations for a generic couple of observables evaluated on arbitrary states and then we will apply our result on the Pauli-lile matrices to show uncertainty in the measurement of the degrees of chromatic opponency described in the previous subsection.

In order to obtain these relations, we will not make use of the original Heisenberg's or Weyl's arguments, see [38,53], respectively, instead, we will use Robertson's and, in particular, Schrödinger's refinements, see [54,55], respectively.

Given an element $a \in \mathcal{H}(2, \mathbb{R})$ and a density matrix $\rho \in \mathcal{D} \mathcal{M}(\mathcal{H}(2, \mathbb{R}))$, the quadratic dispersion (or variance) of $a$ on the state $\rho$ is:

$$
\begin{equation*}
\left(\Delta a_{\rho}\right)^{2}:=\left\langle a^{2}\right\rangle_{\rho}-\left(\langle a\rangle_{\rho}\right)^{2}=\operatorname{Tr}\left(\rho \circ a^{2}\right)-(\operatorname{Tr}(\rho \circ a))^{2} . \tag{48}
\end{equation*}
$$

For the sake of a simpler proof of our result, let us first define

$$
\begin{equation*}
\tilde{a}_{\rho}:=a-\langle a\rangle_{\rho} I_{2}=a-\operatorname{Tr}(\rho \circ a) I_{2} \tag{49}
\end{equation*}
$$

and observe that

$$
\begin{align*}
\operatorname{Tr}\left(\rho \circ \tilde{a}_{\rho}^{2}\right) & =\operatorname{Tr}\left(\rho \circ a^{2}\right)-2 \operatorname{Tr}(\rho \circ a) \operatorname{Tr}(\rho \circ a)+(\operatorname{Tr}(\rho \circ a))^{2} \operatorname{Tr}(\rho) \\
& =\operatorname{Tr}\left(\rho \circ a^{2}\right)-(\operatorname{Tr}(\rho \circ a))^{2}  \tag{50}\\
& =\left(\Delta a_{\rho}\right)^{2} .
\end{align*}
$$

Proposition 1. For all $a, b \in \mathcal{H}(2, \mathbb{R})$ and for all density matrices $\rho \in \mathcal{D} \mathcal{M}(\mathcal{H}(2, \mathbb{R}))$ it holds that

$$
\begin{equation*}
\left(\Delta a_{\rho}\right)^{2}\left(\Delta b_{\rho}\right)^{2} \geq[\operatorname{Tr}(\rho \circ(a \circ b))-\operatorname{Tr}(\rho \circ a) \operatorname{Tr}(\rho \circ b)]^{2} \tag{51}
\end{equation*}
$$

Proof. For all $\gamma \in \mathbb{R}$, it will prove to be useful to analyze the following quantity

$$
\begin{equation*}
\left.\operatorname{Tr}\left(\rho \circ\left(\tilde{a}_{\rho}+\gamma \tilde{b}_{\rho}\right)^{2}\right)=\operatorname{Tr}\left(\rho \circ \tilde{a}_{\rho}^{2}\right)+2 \gamma \operatorname{Tr}\left(\rho \circ\left(\tilde{a}_{\rho} \circ \tilde{b}_{\rho}\right)\right)+\gamma^{2} \operatorname{Tr}\left(\rho \circ \tilde{b}_{\rho}^{2}\right)\right) . \tag{52}
\end{equation*}
$$

Of course, $\operatorname{Tr}\left(\rho \circ\left(\tilde{a}_{\rho}+\gamma \tilde{b}_{\rho}\right)^{2}\right) \geq 0$ for all $\gamma \in \mathbb{R}$. If we fix $a, b$ and $\rho$, then we can consider the function $\varphi: \mathbb{R} \rightarrow[0,+\infty), \gamma \mapsto \varphi(\gamma):=\operatorname{Tr}\left(\rho \circ\left(\tilde{a}_{\rho}+\gamma \tilde{b}_{\rho}\right)^{2}\right)$ and search for

$$
\begin{equation*}
\gamma^{*}:=\underset{\gamma \in \mathbb{R}}{\operatorname{argmin}} \varphi(\gamma) . \tag{53}
\end{equation*}
$$

From $\left.\varphi^{\prime}(\gamma)=2 \operatorname{Tr}\left(\rho \circ\left(\tilde{a}_{\rho} \circ \tilde{b}_{\rho}\right)\right)+2 \gamma \operatorname{Tr}\left(\rho \circ \tilde{b}_{\rho}^{2}\right)\right)$ we obtain

$$
\begin{equation*}
\gamma^{*}=-\frac{\operatorname{Tr}\left(\rho \circ\left(\tilde{a}_{\rho} \circ \tilde{b}_{\rho}\right)\right)}{\operatorname{Tr}\left(\rho \circ \tilde{b}_{\rho}^{2}\right)} \tag{54}
\end{equation*}
$$

so $\varphi\left(\gamma^{*}\right)$, the minimum value attained by $\operatorname{Tr}\left(\rho \circ\left(\tilde{a}_{\rho}+\gamma \tilde{b}_{\rho}\right)^{2}\right)$ as $\gamma$ varies in $\mathbb{R}$, is

$$
\begin{equation*}
\min _{\gamma \in \mathbb{R}} \varphi(\gamma)=\varphi\left(\gamma^{*}\right)=\operatorname{Tr}\left(\rho \circ \tilde{a}_{\rho}^{2}\right)-\frac{\left[\operatorname{Tr}\left(\rho \circ\left(\tilde{a}_{\rho} \circ \tilde{b}_{\rho}\right)\right)\right]^{2}}{\operatorname{Tr}\left(\rho \circ \tilde{b}_{\rho}^{2}\right)} \geq 0 \tag{55}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\operatorname{Tr}\left(\rho \circ \tilde{a}_{\rho}^{2}\right) \operatorname{Tr}\left(\rho \circ \tilde{b}_{\rho}^{2}\right) \geq\left[\operatorname{Tr}\left(\rho \circ\left(\tilde{a}_{\rho} \circ \tilde{b}_{\rho}\right)\right)\right]^{2} \tag{56}
\end{equation*}
$$

or, thanks to (50),

$$
\begin{equation*}
\left(\Delta a_{\rho}\right)^{2}\left(\Delta b_{\rho}\right)^{2} \geq\left[\operatorname{Tr}\left(\rho \circ\left(\tilde{a}_{\rho} \circ \tilde{b}_{\rho}\right)\right)\right]^{2} \tag{57}
\end{equation*}
$$

To conclude the proof, we just have to make the right-hand side of the previous inequality explicit:

$$
\begin{align*}
\operatorname{Tr}\left(\rho \circ\left(\tilde{a}_{\rho} \circ \tilde{b}_{\rho}\right)\right) & =\operatorname{Tr}\left(\rho \circ\left(\left(a-\operatorname{Tr}(\rho \circ a) I_{2}\right) \circ\left(b-\operatorname{Tr}(\rho \circ b) I_{2}\right)\right)\right) \\
& =\operatorname{Tr}\left(\rho \circ\left(a \circ b-\operatorname{Tr}(\rho \circ a) b-\operatorname{Tr}(\rho \circ b) a+\operatorname{Tr}(\rho \circ a) \operatorname{Tr}(\rho \circ b) I_{2}\right)\right)  \tag{58}\\
& =\operatorname{Tr}(\rho \circ(a \circ b))-\operatorname{Tr}(\rho \circ a) \operatorname{Tr}(\rho \circ b),
\end{align*}
$$

i.e.,

$$
\begin{equation*}
\left(\Delta a_{\rho}\right)^{2}\left(\Delta b_{\rho}\right)^{2} \geq[\operatorname{Tr}(\rho \circ(a \circ b))-\operatorname{Tr}(\rho \circ a) \operatorname{Tr}(\rho \circ b)]^{2} \tag{59}
\end{equation*}
$$

Let us apply the uncertainty relation just proven by identifying $a$ and $b$ with the Paulilike matrices $\sigma_{1}$ and $\sigma_{2}$, respectively, and by using the polar expression $\rho(r, \vartheta)$ for the density matrices. By noticing that $\sigma_{1} \circ \sigma_{2}=\left[\sigma_{1} \sigma_{2}+\sigma_{2} \sigma_{1}\right] / 2=\mathbf{0}$, we get that $\operatorname{Tr}\left(\rho \circ\left(\sigma_{1} \circ \sigma_{2}\right)\right)=0$, thus, by using the expected values computed in (47), we obtain

$$
\begin{equation*}
\left(\Delta \sigma_{1 \rho}\right)^{2}\left(\Delta \sigma_{2 \rho}\right)^{2} \geq r^{4} \cos ^{2}(\vartheta) \sin ^{2}(\vartheta)=\frac{r^{4}}{4} \sin ^{2}(2 \vartheta) \tag{60}
\end{equation*}
$$

for all $r \in[0,1]$ and $\vartheta \in[0,2 \pi)$. The graph of $\frac{r^{4}}{4} \sin ^{2}(2 \vartheta)$ in polar coordinates is depicted in Figure 5.


Figure 5. The polar graph of the lower bound $\frac{r^{4}}{4} \sin ^{2}(2 \vartheta)$ of Equation (60). Notice that this lower bound is 0 only for points with coordinates $(r, \vartheta)$ lying on the opponency axes, identified with the horizontal and vertical axes in the picture. The lower bound is maximal for $(r, \vartheta)=\left(1, \frac{\pi}{4}+k \frac{\pi}{2}\right)$, $k=1,2,3$.

If we identify the opponent axes with red vs. green ( $\mathrm{R}-\mathrm{G}$ ) and yellow vs. blue ( $\mathrm{Y}-\mathrm{B}$ ), then the interpretation of Formula (60) is the following:

- The only value of $r$ that nullifies the right hand side of (60) is $r=0$, that corresponds to an achromatic color state, thus no uncertainty about the degree of opposition R-G and $Y$-B is present in this case. This fact is coherent with both our physiological and perceptual knowledge of color perception: a perceived achromatic color is characterized by an 'equal amount of chromatic opponencies';
- The only values of $\vartheta$ that nullify the right hand side of (60) are $\vartheta=0, \frac{\pi}{2}, \pi, \frac{3}{2} \pi$, which identify the two opposition axes R-G and Y-B. Again, this seems coherent with common knowledge: suppose that we want to determine the couple of opponencies R$G$ and Y-B to match, say, a color perceived as a red but with a non maximal saturation (measured as a function of the von Neumann entropy of its chromatic state). Due to the redness of the percept, we will always set an equal opposition in the axis Y-B that will not influence the search for the correct opposition R-G. Thus, the determination of the two chromatic oppositions will be compatible;
- Instead, for $r \in(0,1]$ and $\vartheta \in[0,2 \pi) \backslash\left\{0, \frac{\pi}{2}, \pi, \frac{3}{2} \pi\right\}$, there will be a lower bound strictly greater than 0 for the product of quadratic dispersions of $\sigma_{1}$ and $\sigma_{2}$ on the state defined by $\rho(r, \vartheta)$. Moreover, this lower bound is a non-linear function of the variables $(r, \vartheta)$ and it is maximum for pure hues, $r=1$, halfway in between G and $\mathrm{B}, \mathrm{B}$ and $\mathrm{R}, \mathrm{R}$ and $Y$ and $Y$ and $G$, i.e., $\vartheta=\frac{\pi}{4}+k \frac{\pi}{2}, k=1,2,3$. If this interpretation is correct, then trying to adjust the R-G opposition to match, say, a color perceived as orange, should introduce a 'perceptual disturbance' on the adjustment of the opposition Y-B.
Even if the implications of the uncertainty relations discussed above seem coherent with common perception, they remain purely theoretical at the moment, thus they need to be validated by accurate experiments. If the validation will turn out to be faithful with the predictions of Formula (60), then this will provide a further firm confirmation of the non-classical nature of color perception.


### 4.5. Geometry and Metrics of Quantum Chromatic States

In this section we will deal with the geometry and metric of the perceived color space and of quantum chromatic states following [8].

We start by noticing that every matrix belonging to $\mathcal{H}_{1}^{+}(2, \mathbb{R})=\left\{X \in \mathcal{H}^{+}(2, \mathbb{R})\right.$, $\operatorname{det}(X)=1\}$ can be written as

$$
X=\left(\begin{array}{cc}
\alpha+v_{1} & v_{2}  \tag{61}\\
v_{2} & \alpha-v_{1}
\end{array}\right)
$$

with $\alpha>0$, to guarantee the positive-definiteness, and $v=\left(v_{1}, v_{2}\right) \in \mathbb{R}^{2}$ satisfying $\alpha^{2}-\|v\|^{2}=1$ to guarantee that $\operatorname{det}(X)=1$. Thanks to the isomorphism (14), $\mathcal{H}_{1}^{+}(2, \mathbb{R})$ is in one-to-one correspondence with the level set of the future lightcone $\mathcal{L}^{+}$given by

$$
\begin{equation*}
\mathcal{L}_{1}=\left\{(\alpha+\mathbf{v}) \in \mathcal{L}^{+},\|(\alpha+\mathbf{v})\|_{\mathcal{M}}^{2}=1\right\} \tag{62}
\end{equation*}
$$

As proven for instance in [56], the projection on the plane in $\mathbb{R} \oplus \mathbb{R}^{2}$ identified by the condition $\alpha=0$, i.e.,

$$
\begin{array}{cccc}
\pi_{1}: & \mathcal{L}_{1} & \longrightarrow\{\alpha=0\}  \tag{63}\\
& (\alpha+\mathbf{v}) & \longmapsto & \left(0+\frac{\mathbf{v}}{1+\alpha}\right) \equiv(0+\mathbf{w})
\end{array}
$$

is an isometry between $\mathcal{L}_{1}$ and the Poincaré disk $\mathcal{D}$.
The expression of the matrix $X$ in the $\mathbf{w}$-parametrization, with of course $w_{i}=\frac{v_{i}}{1+\alpha}$, $i=1,2$, is

$$
X=\left(\begin{array}{cc}
\frac{1+2 w_{1}+\left(w_{1}^{2}+w_{2}^{2}\right)}{1-\left(w_{1}^{2}+w_{2}^{2}\right)} & \frac{2 w_{2}}{1-\left(w_{1}^{2}+w_{2}^{2}\right)}  \tag{64}\\
\frac{2 w_{2}}{1-\left(w_{1}^{2}+w_{2}^{2}\right)} & \frac{1-2 w_{1}+\left(w_{1}^{2}+w_{2}^{2}\right)}{1-\left(w_{1}^{2}+w_{2}^{2}\right)}
\end{array}\right)
$$

and, when written like that, every $X \in \mathcal{H}_{1}^{+}(2, \mathbb{R})$ satisfies the following equation, where $d s_{\mathcal{D}}^{2}$ represents the Riemannian metric of the Poincaré disk [8]:

$$
\begin{equation*}
d s_{\mathcal{D}}^{2}=4 \frac{\left(d w_{1}\right)^{2}+\left(d w_{2}\right)^{2}}{\left(1-\left(w_{1}^{2}+w_{2}^{2}\right)\right)^{2}}=\frac{1}{2} \operatorname{Tr}\left[\left(X^{-1} d X\right)^{2}\right] \tag{65}
\end{equation*}
$$

Thanks to the decomposition $\mathcal{H}^{+}(2, \mathbb{R})=\mathbb{R}^{+} \times \mathcal{H}_{1}^{+}(2, \mathbb{R})$, we have that $\mathcal{H}^{+}(2, \mathbb{R})$, the positive cone of $\mathcal{H}(2, \mathbb{R})$, is foliated with leaves isometric to the Poincaré disk. We recall that the left hand side of Equation (65) is the Rao-Siegel metric encountered in Section 2.2 when we have discussed the Resnikoff model, with the difference that Resnikoff applied it on the whole cone $\mathcal{H}^{+}(2, \mathbb{R})$ and not on the level set $\mathcal{H}_{1}^{+}(2, \mathbb{R})$. This metric has been used also in $[57,58]$ in the context of Commission Internationale de l'Éclairage (CIE) colorimetry.

This description is not the best suited for the metric purposes of the quantum theory of color perception because it does not take into account the role of density matrices. We are going to show that the correct way to deal with this issue is by considering an alternative description based on the spin factor $\mathbb{R} \oplus \mathbb{R}^{2}$ and its positive cone $\mathcal{L}^{+}$.

Again in [56] we can find a classic result of hyperbolic geometry which says that the projection:

$$
\begin{array}{cccc}
\tilde{\pi}_{1}: & \mathcal{L}_{1} & \longrightarrow & \{\alpha=1\}  \tag{66}\\
& (\alpha+\mathbf{v}) & \longmapsto & \left(1+\frac{\mathbf{v}}{\alpha}\right) \equiv(1+\mathbf{x}),
\end{array}
$$

with $x_{i}=\frac{v_{i}}{\alpha}, i=1,2$, is an isometry between the level set $\mathcal{L}_{1}$ and the Klein disk $\mathcal{K}$, whose Riemannian metric is given by:

$$
\begin{equation*}
d s_{\mathcal{K}}^{2}=\frac{\left(d x_{1}\right)^{2}+\left(d x_{2}\right)^{2}}{1-\left(x_{1}^{2}+x_{2}^{2}\right)}+\frac{\left(x_{1} d x_{1}+x_{2} d x_{2}\right)^{2}}{\left(1-\left(x_{1}^{2}+x_{2}^{2}\right)\right)^{2}} \tag{67}
\end{equation*}
$$

Moreover, the Klein and Poincaré disks, $\mathcal{K}$ and $\mathcal{D}$, are isometric via the map defined by:

$$
\begin{equation*}
x_{i}=\frac{2 w_{i}}{1+\left(w_{1}^{2}+w_{2}^{2}\right)}, \quad w_{i}=\frac{x_{i}}{1+\sqrt{1-\left(x_{1}^{2}+x_{2}^{2}\right)}}, \quad i=1,2 . \tag{68}
\end{equation*}
$$

It is possible to verify that $\mathcal{L}^{+}$, the positive cone of $\mathbb{R} \oplus \mathbb{R}^{2}$, is foliated by the level sets $\alpha=$ constant $>0$ with leaves isometric to the Klein disk $\mathcal{K}$.

The leaf associated to $\alpha=1 / 2$ is particularly important. The reason is easy to understand: we have seen in (33) that the state density matrices $\rho\left(v_{1}, v_{2}\right)$ can be identified with the elements $s_{\mathbf{v}}=\frac{1}{2}(1+\mathbf{v})=\left(\frac{1}{2}+\frac{\mathbf{v}}{2}\right)$ with $\|\mathbf{v}\| \leq 1$ of the spin factor $\mathbb{R} \oplus \mathbb{R}^{2}$.

If we set

$$
\begin{equation*}
\mathcal{L}_{1 / 2}=\left\{\left(\frac{\alpha}{2}+\frac{\mathbf{v}}{2}\right) \in \mathcal{L}^{+},\left\|\left(\frac{\alpha}{2}+\frac{\mathbf{v}}{2}\right)\right\|_{\mathcal{M}}^{2}=\frac{1}{4}\right\}, \tag{69}
\end{equation*}
$$

then the projection:

$$
\begin{array}{rccc}
\tilde{\pi}_{1 / 2}: & \mathcal{L}_{1 / 2} & \longrightarrow\{\alpha=1 / 2\} \\
\left(\frac{\alpha}{2}+\frac{\mathrm{v}}{2}\right) & \longmapsto & \longmapsto\left(\frac{1}{2}+\frac{\mathrm{v}}{2 \alpha}\right), \tag{70}
\end{array}
$$

satisfies $\tilde{\pi}_{1 / 2}\left(\frac{\alpha}{2}+\frac{\mathbf{v}}{2}\right)=\frac{1}{2} \tilde{\pi}_{1}(\alpha+\mathbf{v})$, which implies that, if we define the Klein disk of radius $1 / 2$ as

$$
\begin{equation*}
\mathcal{K}_{1 / 2}=\left\{\mathbf{x} / 2 \in \mathbb{R}^{2},\|x\|^{2}<1\right\}, \tag{71}
\end{equation*}
$$

then the map

$$
\varphi: \begin{array}{ccc}
\mathcal{K} & \longrightarrow \mathcal{K}_{1 / 2} \\
\left(x_{1}, x_{2}\right) & \longmapsto \varphi\left(x_{1}, x_{2}\right)=\frac{1}{2}\left(x_{1}, x_{2}\right), \tag{72}
\end{array}
$$

is an isometry between $\mathcal{K}$ and $\mathcal{K}_{1 / 2}$, where the Riemannian metric on the latter is given by:

$$
\begin{equation*}
d s_{\mathcal{K}_{1 / 2}}=\frac{\left(d x_{1}\right)^{2}+\left(d x_{2}\right)^{2}}{1 / 4-\left(x_{1}^{2}+x_{2}^{2}\right)}+\frac{\left(x_{1} d x_{1}+x_{2} d x_{2}\right)^{2}}{\left(1 / 4-\left(x_{1}^{2}+x_{2}^{2}\right)\right)^{2}} . \tag{73}
\end{equation*}
$$

We recall that the geodesics of the Klein disk are extremely simple, being straight line segments, i.e., the chords inside the disk, contrary to those of the Poincaré disk, which are the diameters and the semicircles contained in the disk and orthogonal to its boundary. Moreover, the Klein distance on $\mathcal{K}_{1 / 2}$ coincides with the Hilbert distance, defined as follows: let $p$ and $q$ be two interior points of the disk and let $r$ and $s$ be the two points of the boundary of the disk such that the segment $[r, s]$ contains the segment $[p, q]$. The Hilbert distance between $p$ and $q$ is defined by:

$$
\begin{equation*}
d_{H}(p, q)=\frac{1}{2} \log [r, p, q, s], \tag{74}
\end{equation*}
$$

where

$$
\begin{equation*}
[r, p, q, s]=\frac{\|q-r\|}{\|p-r\|} \cdot \frac{\|p-s\|}{\|q-s\|} \tag{75}
\end{equation*}
$$

is the cross-ratio of the four points $r, p, q$ and $s$, for the proof see, e.g., [59]. Without entering in details that would take too much space, we underline the importance of the Hilbert distance by saying that, in [11], this distance is shown to be intimately related to the relativistic Einstein-Poincaré addition law of the so-called perceptual chromatic vectors, which permits to link color perception to the formalism of special relativity in a rigorous way, bypassing the heuristic analysis of Yilmaz recalled in Section 2.1.

## 5. Discussion

We have shown how Resnikoff's idea to abandon metameric classes of spectra and study the color space solely through its algebraic properties can be further refined by exploiting the properties of formally real Jordan algebras. This leads to a real quantum
theory of color vision that permits to rigorously define colorimetric attributes and to understand chromatic opponency by means of quantum features. In this paper, we have given a theoretical confirmation of the quantum nature of color perception by proving the existence of uncertainty relations satisfied by chromatic opponencies.

The birth of quantum mechanics is related to the theoretical analysis of very simple experiments, such as the observation of interference pattern in polarized light or spin measurements by a pair of Stern-Gerlach devices. Analogously, this novel theory of color perception is developed from mathematical properties of vision gathered from experiments in extremely simple conditions. In the same way as quantum mechanics evolved into the much more complicated quantum-relativistic gauge field theory, we expect that a highly non-trivial extension of the model recalled in this paper is needed to understand color perception in more realistic conditions. For example, to deal with contextual effects as chromatic induction, one may try to replace the closed quantum system described here with open ones, as suggested in [8], or to extend the model to a field theory of color perception through bundles and connections, as suggested in [60,61].

Another issue that we consider very intriguing is the deep comprehension of the concept of color measurement, which is intimately related to the definition of perceived color. As suggested in [8], the use of the so-called effects in relation with generalized quantum observables and unsharp measurements may play a significant role in this analysis. Furthermore, the extension of our theory to encompass cognitive phenomena, as described in [62], seems to be a quite natural issue to explore.

On the geometrical side, it is quite remarkable that the set of quantum chromatic states can be embedded in the closure of the future lightcone $\overline{\mathcal{L}^{+}}$via the projective tranformation (70), where it is identified with the Klein disk equipped with the Hilbert metric. This mathematical richness and clarity stands out even more if we compare it with the construction of the CIE $x y$ chromaticity diagram, which is also built through a projective transformations of the XYZ CIE coordinates, namely $x=X /(X+Y+Z), y=Y /(X+Y+Z)$ and $z=Z /(X+Y+Z)$. The flag-like shape of the CIE chromaticity diagram is far from having the regularity of a disk, moreover, it must be artificially closed with the purple line and, most importantly, it does not come naturally equipped with any metric. This last fact generated a lot of confusion when the well-known MacAdam ellipses [63] were discovered and, eventually, when the 'uniform' color spaces such as CIELab, CIELuv, etc. were build, the metric choice felt arbitrarily on the Euclidean distance. To cope with the non-Euclidean behavior of perceptual chromatic attributes, the coordinates of these spaces had to be artificially adjusted to fit the data with ad hoc transformations and parameters.

A firm aim of our future work is to avoid this kind of heuristic procedures by using only the minimal and more natural mathematical tools to extend the theory that we have exposed. As an example, it seems natural to investigate the quantum counterpart of the MacAdam ellipses through the analysis of the uncertainty relations that we have proven to be satisfied by the observables of our theory. The discovery of such features would be perfectly coherent with the quantum-like behavior of color perception.

Author Contributions: The authors contributed equally to this paper. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.
Institutional Review Board Statement: Not applicable.
Informed Consent Statement: Not applicable.
Acknowledgments: The authors would like to thank Nicoletta Prencipe for very fruitful discussions regarding the analytical expression of the von Neumann entropy and uncertainty relations.

Conflicts of Interest: The authors declare no conflict of interest.

## References

1. Wyszecky, G.; Stiles, W.S. Color Science: Concepts and Methods, Quantitative Data and Formulas; John Wiley \& Sons: Hoboken, NJ, USA, 1982.
2. Dubois, E. The structure and properties of color spaces and the representation of color images. Syn. Lect. Image Video Multimed. Process. 2009, 4, 1-129. [CrossRef]
3. Koenderink, J.J. Color for the Sciences; The MIT Press: Cambridge, MA, USA, 2010.
4. Ebner, M. Color Constancy; Wiley: Hoboken, NJ, USA, 2007.
5. Gevers, T.; Gijsenij, A.; van de Weijer, J.; Geusebroek, J.M. Color in Computer Vision, Fundamentals and Applications; Wiley: Cambridge, MA, USA, 2012.
6. Berthier, M.; Provenzi, E. When geometry meets psycho-physics and quantum mechanics: Modern perspectives on the space of perceived colors. In GSI 2019; Lecture Notes in Computer Science; Springer: Berlin/Heidelberg, Germany, 2019; Volume 11712, pp. 621-630.
7. Provenzi, E. Geometry of color perception. Part 1: Structures and metrics of a homogeneous color space. J. Math. Neurosci. 2020, 10, 1-19. [CrossRef]
8. Berthier, M. Geometry of color perception. Part 2: perceived colors from real quantum states and Hering's rebit. J. Math. Neurosci. 2020, 10, 1-25. [CrossRef]
9. Prencipe, N.; Garcin, V.; Provenzi, E. Origins of hyperbolicity in color perception. J. Imaging 2020, 42, 1-19. [CrossRef]
10. Berthier, M.; Provenzi, E. From Riemannian Trichromacy to Quantum Color Opponency via hyperbolicity. Accepted for Publication by the Journal of Mathematical Imaging and Vision on January 25th 2021. Available online: https://hal.archives-ouvertes.fr/MIA/hal-02479897v1 (accessed on 22 February 2021).
11. Berthier, M.; Garcin, V.; Prencipe, N.; Provenzi, E. The Relativity of Color Perception. Submitted to Journal of Mathematical Psychology. Available online: https:/ /hal.archives-ouvertes.fr/hal-02546380v2/document (accessed on 28 November 2020).
12. Yilmaz, H. On color perception. Bull. Math. Biophys. 1962, 24, 5-29. [CrossRef]
13. Ratcliffe, J. Foundations of Hyperbolic Manifolds; Springer: New York, NY, USA, 2006; Volume 149.
14. Resnikoff, H. Differential geometry and color perception. J. Math. Biol. 1974, 1, 97-131. [CrossRef]
15. Newton, I. Opticks, or, a Treatise of the Reflections, Refractions, Inflections E Colours of Light. Courier Corporation; Dover Publications: Mineola, NY, USA, 1952.
16. Newton, I. A new theory about light and colors. Am. J. Phys. 1993, 61, 108-112. [CrossRef]
17. Von Helmholtz, H. Treatise on physiological optics. In Courier Corporation; Dover Publications: Mineola, NY, USA, 2005 ; Volume 3.
18. Grassmann, H. Zur Theorie der Farbenmischung. Ann. Phys. 1853, 165, 69-84. [CrossRef]
19. Maxwell, J.C. Experiments on Colour as perceived by the Eye, with Remarks on Colour-Blindness. Proc. R. Soc. Edinb. 1857, 3, 299-301. [CrossRef]
20. Hardin, C.L. Color for Philosophers: Unweaving the Rainbow; Hackett Publishing: Indianapolis, IN, USA, 1988.
21. Goldstein, B. Sensation and Perception, 9th ed.; Cengage Learning: Boston, MA, USA, 2013.
22. Provenzi, E. On the issue of linearity in chromatic induction by a uniform background. Color. Technol. 2020, 137, 68-71. [CrossRef]
23. Amari, S. Differential-Geometrical Methods in Statistics; Springer Science \& Business Media: New York, NY, USA, $2012 ;$ Volume 28.
24. Calvo, M.; Oller, J. A distance between multivariate normal distributions based in an embedding into the Siegel group. J. Multivar. Anal. 1990, 35, 223-242. [CrossRef]
25. Siegel, C.L. Symplectic Geometry; Elsevier: Amsterdam, The Netherlands, 2014.
26. Jordan, P. Über eine Klasse nichtassoziativer hyperkomplexer Algebren. Nachr. Ges. Wiss. Göttingen Math.-Phys. Klasse 1932, 1932, 569-575.
27. Faraut, J.; Koranyi, A. Analysis on Symmetric Cones; Clarendon Press: Oxford, UK, 1994.
28. McCrimmon, K. A Taste of Jordan Algebras; Springer: New York, NY, USA, 2004.
29. Baez, J.C. Division algebras and quantum theory. Found. Phys. 2012, 42, 819-855. [CrossRef]
30. Jordan, P.; Von Neumann, J.; Wigner, E. On an Algebraic Generalization of the Quantum Mechanical Formalism. Ann. Math. 1934, 35, 29-64. [CrossRef]
31. Koecher, M. Positivitatsbereiche im Rn. Am. J. Math. 1957, 97, 575-596. [CrossRef]
32. Vinberg, E. Homogeneous cones, Dokl. Acad. Nauk. SSSR 141 (1960) 270-273. Eng. Trans. Soviet Math. Dokl 1961, 2, 1416-1619.
33. Dirac, P.A.M. The Principles of Quantum Mechanics, 4th ed.; Number 27 in International Series of Monographs on Physics; Oxford University Press: Oxford, UK, 1982.
34. Von Neumann, J. Mathematical Foundations of Quantum Mechanics: New Edition; Princeton University Press: Princeton, NJ, USA, 2018.
35. Rédei, M. Why John von Neumann Did Not Like the Hilbert Space Formalism of Quantum Mechanics (and What He Liked Instead). Stud. Hist. Philos. Sci. Part B Stud. Hist. Philos. Modern Phys. 1996, 27, 493-510. [CrossRef]
36. Strocchi, F. An Introduction to the Mathematical Structure of Quantum Mechanics: A Short Course for Mathematicians; World Scientific: Singapore, 2008; Volume 28.
37. Moretti, V. Spectral Theory and Quantum Mechanics: Mathematical Foundations of Quantum Theories, Symmetries and Introduction to the Algebraic Formulation; Springer: New York, NY, USA, 2017.
38. Heisenberg, W. Über den anschaulichen Inhalt der quantentheoretischen Kinematik und Mechanik. Z. Phys. 1927, 27, 172-198. [CrossRef]
39. Levie, R.; Sochen, N. Uncertainty principles and optimally sparse wavelet transforms. Appl. Comput. Harmon. Anal. 2020, 48, 811-867. [CrossRef]
40. Emch, G.G. Algebraic Methods in Statistical Mechanics and Quantum Field Theory; Courier Corporation: Chelmsford, MA, USA, 2009.
41. Blum, K. Density Matrix Theory and Applications; Springer Science \& Business Medial: New York, NY, USA, 2012; Volume 64.
42. Heinosaari, T.; Ziman, M. The Mathematical Language of Quantum Theory: from Uncertainty to Entanglement; Cambridge University Press: Cambridge, UK, 2011.
43. Petz, D. Quantum Information Theory and Quantum Statistics; Springer Science \& Business Media: New York, NY, USA, 2007.
44. Ashtekar, A.; Corichi, A.; Pierri, M. Geometry in color perception. Black Holes Gravit. Radiat. Univ. 1999, 535-550.
45. Beltrametti, E.G.; Cassinelli, G. The Logic of Quantum Mechanics; Cambridge University Press: Cambridge, UK, 2010; Volume 15.
46. Wootters, W.K. The rebit three-tangle and its relation to two-qubit entanglement. J. Phys. A Math. Theor. 2014, 47, 424037. [CrossRef]
47. Hering, E. Zur Lehre vom Lichtsinne: Sechs Mittheilungen an Die Kaiserl. Akademie der Wissenschaften in Wien; C. Gerold's Sohn: Wien, Austria, 1878.
48. Hubel, D. Eye, Brain, and Vision; Scientific American Library: London, UK, 1995.
49. Buchsbaum, G.; Gottschalk, A. Trichromacy, Opponent Colours Coding and Optimum Colour Information Transmission in the Retina. Proc. R. Soc. London B 1983, 220, 89-113.
50. Ruderman, D.; Cronin, T.; Chiao, C. Statistics of cone responses to natural images: implications for visual coding. J. Opt. Soc. Am. A 1998, 15, 2036-2045. [CrossRef]
51. Provenzi, E.; Delon, J.; Gousseau, Y.; Mazin, B. On the second order spatiochromatic structure of natural images. Vis. Res. 2016, 120, 22-38. [CrossRef]
52. De Valois, R.L.; De Valois, K.D. Neural Coding of Color; Byrne, A., Hilbert, D.R., Eds.; MIT Press: Boston, MA, USA, 1997.
53. Weyl, H. Quantenmechanik und Gruppentheorie. Z. Phys. 1927, 46, 1-46. [CrossRef]
54. Robertson, H.P. The uncertainty principle. Phys. Rev. 1929, 34, 163. [CrossRef]
55. Schrödinger, E. Zum Heisenbergschen Unschärfeprinzip; Akademie der Wissenschaften: Wien, Austria, 1930.
56. Cannon, J.W.; Floyd, W.J.; Kenyon, R.; Parry, W.R. Hyperbolic geometry. Flavors Geom. 1997, 31, 59-115.
57. Lenz, R.; Meer, P. Non-euclidean structure of spectral color space. In Polarization and Color Techniques in Industrial Inspection; International Society for Optics and Photonics: Munich, Germany, 1999; Volume 3826, pp. 101-112.
58. Chevallier, E.; Farup, I. Interpolation of the MacAdam ellipses. SIAM J. Imaging Sci. 2018, 11, 1979-2000. [CrossRef]
59. Beardon, A. The Klein, Hilbert and Poincaré metrics of a domain. J. Comput. Appl. Math. 1999, 105, 155-162. [CrossRef]
60. Provenzi, E. A differential geometry model for the perceived colors space. Int. J. Geom. Methods Modern Phys. 2016, 13, 1630008. [CrossRef]
61. Provenzi, E. Color Space Axioms and Fiber Bundles. Sen. Trans. 2017, 215, 43.
62. Gronchi, G.; Provenzi, E. A variational model for context-driven effects in perception and cognition. J. Math. Psychol. 2017, 77, 124-141. [CrossRef]
63. MacAdam, D. Visual sensitivities to colour differences in daylight. J. Opt. Soc. Am. A 1942, 32, 247-274. [CrossRef]
