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Abstract

:

By aligning virtual augmentations with real objects, optical see-through head-mounted display (OST-HMD)-based augmented reality (AR) can enhance user-task performance. Our goal was to compare the perceptual accuracy of several visualization paradigms involving an adjacent monitor, or the Microsoft HoloLens 2 OST-HMD, in a targeted task, as well as to assess the feasibility of displaying imaging-derived virtual models aligned with the injured porcine heart. With 10 participants, we performed a user study to quantify and compare the accuracy, speed, and subjective workload of each paradigm in the completion of a point-and-trace task that simulated surgical targeting. To demonstrate the clinical potential of our system, we assessed its use for the visualization of magnetic resonance imaging (MRI)-based anatomical models, aligned with the surgically exposed heart in a motion-arrested open-chest porcine model. Using the HoloLens 2 with alignment of the ground truth target and our display calibration method, users were able to achieve submillimeter accuracy (0.98 mm) and required 1.42 min for calibration in the point-and-trace task. In the porcine study, we observed good spatial agreement between the MRI-models and target surgical site. The use of an OST-HMD led to improved perceptual accuracy and task-completion times in a simulated targeting task.
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1. Introduction


Heart disease is the leading cause of global mortality and a significant precursor to heart failure (HF) [1]. Heart failure arises because of damage to the heart muscle and replacement with non-contractile scar tissue, predominantly caused by coronary artery disease and myocardial infarction (MI) [2]. Heart transplant remains the primary clinically available curative treatment for HF; however, available donor organs lag the rate of HF patient growth [3].



Myosin activator drugs [4], advanced biomaterials [5], and cell therapy-based approaches [6] are being explored for improving cardiac function after MI. In addition to the optimization of the proposed therapy and dose, these approaches require the accurate placement, distribution, and retention of delivered media across myocardial scar and border zone tissue [7]. Due to the diffusion characteristics of scar, targeted injections, which are spaced ~1 cm apart, have been shown to maximize the functional potential of the delivered therapy [8]. The trans-epicardial delivery pathway, where media-injections are made directly into scars on the epicardial surface of the beating or arrested heart via open chest surgery (Figure 1a), provides the highest media retention rate and potential for positive effect of current delivery strategies [9].



Due to its excellent tissue contrast, MRI has become a leading imaging modality for the non-invasive assessment of myocardial viability and cardiac function post-MI [10]. Segmented structures from MRI data can provide a detailed three-dimensional (3D) map of myocardial scar tissue (Figure 1b) from which a two-dimensional (2D) media delivery plan can be created (Figure 1c) to inform the optimal media delivery to regions of myocardial scar tissue via pre-planned configurations [8]. However, to leverage these 2D media delivery plans and scar maps, for guidance during targeted media injections, the surgeon is required to manipulate the orientation of imaging-derived models and to look away from the surgical scene to an adjacent monitor for guidance, limiting their effectiveness [11]. Further, due to the lack of clear delineation of scar tissue on the surface of the heart via direct eye inspection (Figure 1a), there is a reliance on the surgeon to create a mental mapping to adapt the scar map and 2D media delivery plan to the current surgical context (Figure 1b,c).



1.1. Motivation


We propose the use of augmented reality (AR) to assist in the targeted media delivery task and allow for preoperative image-derived models to be aligned with their intraoperative target site in the field of view of the surgeon. Augmented reality provides the ability to combine, register, and display interactive 3D virtual content in real-time [11]. By using a stereoscopic optical see-through head-mounted display (OST-HMD) to visualize computer-generated graphics, the visual disconnect between the information presented on a monitor and the surgical scene can be eliminated [12]. When effectively implemented, see-through HMD use, for surgical navigation, can provide enhanced visualization of intraprocedural target paths and structures [13].




1.2. Related Work


In the context of surgical navigation, see-through HMDs have been explored in neurosurgery [14], orthopedic surgery [15], minimally invasive surgeries (laparoscopic or endoscopic) [16], general surgery [13], and plastic surgery [17]; however, HMD led AR for targeted cardiac procedures, particularly therapeutic delivery, remains unexplored.



The perception location of augmented content and the impact of different visualization paradigms on user task-performance remains an active and ongoing area of research in the AR space. Using a marker-based alignment approach, the perceptual limitations of OST-HMDs, due to contribution of the vergence-accommodation conflict, have been investigated in guidance during manual tasks, with superimposed virtual content, using the HoloLens 1 [18] and Magic Leap One [19]. In a non-marker-based alignment strategy, other groups have focused on investigating how different visualization techniques or a multi-view AR experience can influence a users’ ability to perform perception-based manual alignment of virtual-to-real content for breast reconstruction surgery [20] or robot-assisted minimally invasive surgery [21].



Though there have been significant efforts going into the design of see-through HMD-based surgical navigation platforms, applications have remained primarily constrained to research lab environments and have experienced little clinical uptake—to date, there are no widely used commercial see-through HMD surgical navigation systems [22]. The historically poor clinical uptake of these technologies can be attributed to a lack of comfort and HMD performance [16], poor rendering resolution [23], limitations in perception due to the vergence-accommodation conflict [24], reliance upon a user to manually control the appearance and presentation of virtually augmented entities [25], and poor virtual model alignment with the scene due to failed per-user display calibration [18].




1.3. Objectives


Using an OST-HMD, our goal was to contribute to the initial design and assessment of an AR-based guidance system for targeted manual tasks and to demonstrate the capacity of our approach to display MRI-derived virtual models aligned with target tissue in a motion-arrested surgical model. The long-term goal of our work is to expand this into a standalone surgical navigation framework to guide the delivery of targeted media to the heart by the accurate alignment and visualization of MRI-derived virtual models with target tissue.



Through extensive user-driven experiments, we evaluated the comparative perceptual accuracy and usability of a monitor-led guidance approach against several paradigms, which used an OST-HMD for virtual guidance. Further, we presented and evaluated our efficient user-specific interaction-based display calibration technique for the OST-HMD to assess its contribution to performance in the user-study. In the context of our current work, perceptual accuracy refers to the quantitative assessment of a user’s interpretation and understanding of virtually augmented content. As an initial experiment to evaluate its clinical potential, we qualitatively assessed the capacity of our system, for displaying virtual MRI-derived scar models aligned with the heart, in an open-chest in-situ model of porcine MI. To facilitate collaboration and accelerate future developments in the AR community, we publicly released our software for OST-HMD calibration and alignment (https://github.com/doughtmw/display-calibration-hololens, accessed on 28 December 2021).





2. Materials and Methods


2.1. Display Device


We used the Microsoft HoloLens 2 (https://www.microsoft.com/en-us/hololens, accessed on 28 December 2021) OST-HMD for display of virtual models for guidance. The HoloLens 2 includes several cameras, an inertial measurement unit, accelerometer, gyroscope, and magnetometer, enabling head tracking in six-degrees of freedom (6DoF) without the requirement of an external tracking system. The HoloLens 2 is capable of the visualization of 3D virtual models, through stereoscopic vision, via two 2D laser-beam scanning displays, offering a field of view of 43 × 29 degrees (horizontal × vertical) to the wearer.




2.2. Virtual Model Alignment


2.2.1. Sensor Calibration


We performed a camera calibration procedure of the red, green, and blue (RGB) HoloLens 2 photo-video camera sensor (896 × 504 px at 30 FPS). Intrinsic parameters    (   K      C   )    such as focal length    (   f x  ,    f y   )   , principal points    (   c x  ,  c y   )   , and skew    ( s )   , as well as extrinsic rotation and translation parameters    (   [ C W   R    |    C W  t  ]  )  , were estimated [26]. Together, these parameters described a perspective projection, which related points in world coordinates    (   x W   )    to their image projections    (   u C   )    (Figure 2a).



We adopted the same terminology as in [27]; bold lower-case letters denote vectors, such as 3D points    x W  ∈  ℝ 3   , or 2D image points    u C  ∈  ℝ 2   , whereas upper case letters denote matrices such as a rotation matrix   R ∈  ℝ  3 × 3    . A 6DoF transformation from the world coordinate system    ( W )    to the camera coordinate system    ( C )    is described with   (       C W  R  ,          C W  t )  , and a 3D point    x W    can be transformed from the world    ( W )    to camera    ( C )    coordinate system with    x C  =       C W   R     x W  +       C W  t =       C W   T      x ¯  W   , where   T ∈  ℝ  4 × 4     is a   4 × 4   transformation matrix, and     x ¯  W    is the homogeneous (or projective) coordinate representation of vector    x W   .




2.2.2. Per-User Hsead-Mounted Display Calibration


To compensate for discrepancies between the coordinate system of the now calibrated tracking sensor and the eye geometry of a user, a problem common to OST-HMDs [27], these spaces need to be aligned. Previous approaches to alignment have used manual [28], semi-automatic [29], and automatic [30] methods. Due to their relative ease of implementation and robust results [27], we incorporated a user-driven manual interaction-based calibration technique.



Manual approaches to display calibration have relied upon user interaction to collect point correspondences, typically requesting a user to align a tracked object in the world with a virtual target displayed on the screen of an OST-HMD. After a sufficient number of point correspondences have been collected, a transform is computed to relate these coordinate systems and complete the alignment process [28]. The HMD calibration procedure typically results in a   3 × 4   projection matrix to directly relate 3D head-relative camera points    (   x C   )    to 2D image points    (   u E   )   ; however, in some setups, it is not possible to modify these default internal projection matrices. To overcome this challenge, we followed an approach similar to Azimi et al. [31] and framed our calibration procedure as a black box 3D to 3D alignment between the head-relative camera points    (   x C   )    and the points in the projective virtual space    (   x E   )    (Figure 2b).



During the alignment process, a user was tasked with aligning a tracked object    (   x C   )    with a virtual reticle in the projective virtual space    (   x E   )    (Figure 2c). A   4 × 4   transform for the left    (         E , L  C  T  )    and right    (         E , R  C  T  )    eyes was estimated using the collected 3D-3D point correspondences to optimally relate these coordinate systems. The default projection matrix configurations of the HMD for the left    (         E , L  C   P  default    )    and right    (         E , R  C   P  default    )    eyes were left unmodified; instead, we applied our transform to both internal projection matrices, resulting in the following relations for the left and right eyes of a user:


         E , L  C  P =        E , L  C   P  default   ·        E , L  C  T  



(1)






         E , R  C  P =        E , R  C   P  default   ·        E , R  C  T  



(2)







The result was two   3 × 4   corrected projection matrices, adjusted to align virtual content with tracked objects for the left and right eyes of a user.



To estimate the camera to eye offset    (        E C  T  )    from the point correspondence data collected from user-interaction, we found that a rigid transformation provided an optimal balance of stability and accuracy. To arrive at a unique rigid transform solution, we required a minimum of three unique point correspondences. We approached the optimal rigid transform solution by minimizing the least-squares error as [32]:


  e r r o r =   ∑   i = 0  N  ‖ R  a i  + t −  b i   ‖ 2   



(3)




where  a  and  b  are sets of 3D points with known correspondences,  R  is the   3 × 3   rotation matrix, and  t  is the translation vector. The optimal rigid transformation matrix was found by computing the centroids of both point datasets, shifting the data to its origin and using Singular Value Decomposition (SVD) to factorize the composed matrix [32]:


   H =  (  a − c e n t r o i  d a   )   (  b − c e n t r o i  d b   )  ,    H =   USV  T  ,    X  =   UV  T    



(4)




where   H ∈  ℝ  n × p     is the accumulated matrix of points,   U ∈  ℝ  n × n    ,   S ∈  ℝ  n × p    , and    V T  ∈  ℝ  p × p     are the factorized components of  H , and  X  is a   3 × 3   rotation matrix. Equation (4) is occasionally subject to reflection (mirroring); this case is handled through the incorporation of a determinant result  d , enabling the estimation of the rotation as [33]:


   d = determinant  ( X )  ,    R = U  (     1   0   0     0   1   0     0   0   d     )   V T    



(5)




where  R  is our final   3 × 3   rotation matrix. We computed the translation component as [32]:


  t = c e n t r o i  d b  − R · c e n t r o i  d a   



(6)




where  t  is the translation vector. We composed the camera to eye offset transform         E C  T   (for the left and right eyes) from the rotation matrix and translation vector components   ( [  R    |   t ] )  .



We found that a set of   10   point correspondences offered an optimal balance between the speed of calibration and calibration performance. For each point correspondence, the on-screen virtual reticle    (   x E   )    was moved to a predefined 3D position within the field-of-view of the user. The user was then tasked with aligning a tracked marker    (   x C   )    with the on-screen virtual reticle (Figure 2c) and pressing the space key on a connected keyboard (or performing the double-tap gesture) to save the point correspondence data from alignment.




2.2.3. Marker Tracking


After calibrating the camera sensor and performing the per-user display calibration procedure, we aligned virtual content with the scene, using rigid-body registration, based on square-marker fiducials. Our software was implemented using Unity (https://unity.com/, accessed on 28 December 2021). We incorporated a Windows C++ Runtime Component in our Unity project that used the Eigen (https://eigen.tuxfamily.org/, accessed on 28 December 2021) library to implement the algorithm described above to compute the optimal rigid transform, from point correspondence data and the ArUco library [34], for the alignment of virtual models with square-marker fiducials.





2.3. User Study to Assess Perceptual Accuracy


To evaluate the perceptual accuracy of our approach, we designed a set of point-and-trace tasks for users to perform, and we compared their performance across four guidance paradigms.



2.3.1. Study Details


We began by guiding users through the flow of the user-study tasks and describing each individual task paradigm. Next, we introduced users to the HoloLens 2 and assisted them with fitting and performing the pupillary calibration procedure included with the device. The pupillary calibration procedure was used to estimate the interpupillary distance (IPD) of the wearer and was performed once, for each user in the study, prior to beginning any of the assessment tasks.



We then allowed users time to familiarize themselves with the HoloLens 2 system and the associated gestures for interaction. Finally, users were tasked with performing the trace test for comparing each of the guidance paradigms and providing feedback of their experience. The comparison study required one hour per user.



We asked users to return one week following the initial comparison study for a repeatability assessment. Prior to beginning the assessment tasks, participants were once again asked to perform the HoloLens 2 pupillary calibration to estimate their IPD, then repeat a specific test paradigm twice, and provide feedback for each trial. The repeatability assessment trial required an additional 30 min per user. Instead of removing the headset after each task, users were instructed to flip the HoloLens 2 visor up to ensure the headset did not shift substantially during testing.




2.3.2. Display Paradigms


For the comparison study, four visualization paradigms were tested across four separate tasks. The ground truth and point-and-trace model was: (1) displayed with its real-world scaling on a monitor placed near the user (   T M   ) (Figure 3a); (2) displayed adjacent to the trace template via the HMD (   T A   ) (Figure 3b); (3) registered directly to the trace template using ArUco markers and displayed via the HMD (   T D   ) (Figure 3c); (4) registered directly to the trace template, using ArUco markers and displayed via the HMD, after performing per-user display calibration (   T C   ) (Figure 3c).



In the repeatability assessment, users performed the point-and-trace task after per-user display calibration, while guided by the HMD, a total of two times (   T R   ; the same setup as in    T C    described above) (Figure 3c). We hypothesized that, following a repeat trial, the users would be more comfortable with the display calibration procedure, leading to better calibration results, less time needed for calibration, and reduced task-load.




2.3.3. Point-and-Trace Tasks


Using representative simulated 2D scar morphology of similar irregular shape and scale, we performed a series of user-driven 2D point-and-trace tests. Users were tasked with delineating scar boundaries and identifying mock injection point locations on a sheet of paper, while guided by each of the proposed visualization paradigms, to evaluate the accuracy and time required to complete the task. Figure 4a includes a sample scar ground truth template. Figure 4b shows a blank sample trace template, and Figure 4c demonstrates a sample scanned user-trace result. A total of 19 simulated injection locations, spaced roughly 1 cm apart, were included to mimic the constraints of a typical media-delivery procedure in a porcine model [8]. To allow for relation of user-drawn points with their respective ground truths, we noted the order in which the user approached the simulated injection task during user-testing.



For the experiment, we created a set of 5 unique ground truth phantoms, which were variations of the ground truth template presented in Figure 4a, with different contour shapes and point locations but the same total number of points. During testing, the task order for user-testing and the ground truth trace template presented to the user were randomly selected to ensure that there was minimal contribution of user-learning to performance in each visualization paradigm. The trace template provided to users was the same for each test and included minimal information to assist in localization, such as simulated vessel landmarks and an outer contour to indicate the extent of the heart (Figure 4b).




2.3.4. Metrics for Evaluation


To facilitate the desired 1 cm spacing of injection sites for targeted media delivery to the heart, we aimed to achieve a target registration error (TRE) of less than 5 mm. The TRE goal of 5 mm was selected to minimize the potential overlap of delivered media, as a result of mistargeted injections, and to account for typical diffusion patterns in tissue post-injection [8]. Additionally, to minimize the interruption to a typical workflow, we set out to complete the calibration procedure in less than 5 min. We identified that a 5-min time threshold for system calibration and setup would fit comfortably within the existing workflow of media delivery procedures and could be performed while pre-procedural patient preparation and workspace setup was being performed.



Target registration error informs the overall functional accuracy of the guidance system, not corrected by any rigid translation, and it is dependent on the uncertainties associated with each of the individual components in the guidance application [35]. The TRE can be formulated as:


  TRE = d  (  p , q  )  =     ∑   i = 1  N   (   p i  −  q i   )     



(7)




where   d  (  p , q  )    is the Euclidean distance between a spatial position of interest in surgical space    ( p )   , and the corresponding spatial position in OST-HMD view space after registration and alignment has been performed    ( q )    [36]. For the point-and-trace test, we evaluated the TRE between the centroids of ground truth and user-drawn point locations as in Figure 4d.



The average symmetric surface distance (ASSD) was used to measure the distance discrepancy between the ground truth scar boundary trace and the user-drawn scar boundary, as in Figure 4e. We defined the ASSD metric as:


  ASSD =     ∑   x ∈ ∂ G   d  (  x , ∂ M  )  +   ∑   y ∈ ∂ M   d  (  y , ∂ G  )     |  ∂ G  |  +  |  ∂ M  |     



(8)




where   d  (  x , ∂ M  )    is the distance between a border pixel of the ground truth contour   ( x  ) and the nearest user-drawn contour (  ∂ M )   pixel (reverse for   d  (  y , ∂ G  )   ). The summation is performed across all pixels of the ground truth   ( ∂ G  ) and the user-drawn contours   ( ∂ M  ) to compute an average distance metric in millimeters. During each paradigm, we measured the task completion time and the time required for completing the per-user display calibration procedure.



Subjective evaluation was performed after each paradigm of the point-and-trace user-study through the self-reported NASA task load index (NASA-TLX) [37]; users were instructed to include their assessment of the additional display calibration procedure when performing the NASA-TLX. We used a scanner to digitize the information from each user trial at a resolution of 300 dots per inch (DPI). MATLAB R2020a (https://www.mathworks.com/products/matlab.html, accessed on 28 December 2021) was used to automatically align the ground truth targets with scanned user-traces, based on an intensity-based registration algorithm, resulting in a 2D rigid transformation with 3 degrees-of-freedom. After each automated registration, correct alignment of the scanned ground truth trace was confirmed with the scanned user trace by visual assessment of the overlap of the four square-marker fiducials surrounding the template and user trace (visible in Figure 3). After confirming alignment, we used MATLAB to calculate the ASSD and TRE metrics from the aligned image pairs.




2.3.5. Statistical Analyses


We used the Shapiro–Wilk parametric hypothesis test to assess the normality of the quantitative metrics measured; the test indicated that the null hypothesis of composite normality was a reasonable assumption [38]. One-way analysis of variance (ANOVA) was performed to determine if data from the tested conditions had a common mean: a threshold of   p < 0.05   was set to indicate a statistically significant difference. We used the Bonferroni correction to adjust for multiple comparisons across the test paradigms.





2.4. Feasability Assessment in a Porcine Model


All animal procedures were approved by, and were in accordance with, the Animal Care Committee at Sunnybrook Research Institute. Myocardial infarction was induced in two adult pigs through a 90-min complete balloon occlusion of the left anterior descending (LAD) artery, followed by reperfusion; this is known to create large transmural anteroseptal wall scars [10].



2.4.1. Virtual Scar Model


To create a high-resolution model of the heart and scar tissue, we included cine and LGE imaging in our MRI scan protocol. Cine imaging is a bright-blood technique based on a steady-state free precession gradient echo sequence that allows for rapid imaging across phases of the cardiac cycle, assessment of ventricular volumes, and ejection fraction [39]. We use gadolinium diethylenetriamine penta-acetic acid (Gd-DTPA), a paramagnetic contrast agent, to assess myocardial perfusion and structural changes in the extracellular space [39]. Late gadolinium-enhanced (LGE) imaging is a “T1-weighted” technique that quantifies scarring post-MI.



Prior to the imaging protocol, MRI visible fiducial markers were applied to the animal in a reproducible configuration. Using 3D Slicer [40], segmentations of left ventricle myocardium and scar tissue were created from the MRI data, resulting in surface models of each structure. Model decimation and Laplacian smoothing was performed on input segmentations in Blender (https://www.blender.org/, accessed on 28 December 2021) and provided smoothed voxel-wise 3D models of cardiac anatomy. To avoid occlusion of underlying anatomy, we used transparent surface rendering for virtual model visualization. The 3D locations of MRI-visible fiducials were extracted from image-space for the configuration of the ArUco tracking object in Unity.




2.4.2. In-Situ Visualization


At 12 weeks post-MI, two porcine models underwent a left lateral thoracotomy procedure to expose the motion arrested in-situ heart. To ensure that there were minimal anatomical changes due to animal growth, the MRI scan protocol was performed the same day as the sacrifice and thoracotomy procedure. Fiducial landmark locations from imaging were repeated by placing the square-marker fiducials in an identical configuration intraoperatively, permitting rigid registration of image-derived virtual models from imaging to intraoperative space, based on the precise positioning of these square-marker fiducials. After performing our per-user HMD calibration procedure, we qualitatively assessed the alignment of the MRI-derived 3D scar models with the surface of the heart.






3. Results


3.1. User Study Results


Across the test paradigms, we evaluated and compared the TRE (Euclidean error), RMS TRE    (  RMSE =    μ 2  +  σ 2     )   , ASSD, time-to-task completion, and calibration time.



3.1.1. User Details


We recruited a total of   10   users, from the University of Toronto and Sunnybrook Research Institute, with little to no experience with AR for the study; detailed statistics on the participants are included in Table 1.




3.1.2. Point Accuracy


The most critical metric in the evaluation of our guidance framework is error. We included the measures of TRE for the comparison and repeatability assessments in Figure 5a. In the monitor-guided paradigm (   T M   ), the TRE was   3.4 ± 2.2   mm (mean  ±  standard deviation) (    RMSE  M  = 4.03   mm). The HMD guided paradigm, where virtual content was shown adjacent to the trace target (   T A   ), gave a TRE of   2.6 ± 1.4   mm (    RMSE  A  = 3.00   mm). The HMD guided paradigm, prior to per-user display calibration with direct alignment of virtual content (   T D   ), resulted in a TRE of   1.1 ± 0.6   mm (    RMSE  D  = 1.26   mm), and after display calibration (   T C   ) a TRE of   1.02 ± 0.6   mm (    RMSE  C  = 1.17   mm). In the repeatability study (   T R   ), we measured a TRE of   0.98 ± 0.5   mm (    RMSE  R  = 1.10   mm).



We measured a significant improvement in the mean TRE of the HoloLens 2 guided paradigms with direct guidance (   T D   ,    T C   , and    T R   ) when compared to the monitor-guided (   T M   ) and HoloLens 2 adjacent guided (   T A   ) paradigms (  p < 0.05  ). With our repeat testing session, we observed similar accuracy as we did in the initial comparison study session, indicating that the novice users were able to reach maximal performance in the first evaluation.




3.1.3. Contour Tracing


For our application of targeted media delivery to the heart, the precise localization of contour boundaries of scar myocardium is essential to minimize the risk of mistargeting and delivering media to healthy regions of myocardium. In Figure 5b, we report the ASSD measures for contour tracing in the comparison and repeatability assessments. The monitor-guided case (   T M   ) resulted in an ASSD of   1.75 ± 0.64   mm, with an ASSD of   1.15 ± 0.40   mm for the HMD led case with adjacent virtual content (   T A   ). In the HMD direct visualization paradigms, an ASSD of   0.51 ± 0.12   mm was measured prior to display calibration (   T D   ) and   0.50 ± 0.11   mm after per-user display calibration (   T C   ). In the repeat assessment (   T R   ), we recorded an ASSD score of   0.51 ± 0.11   mm.



Like the point accuracy assessment, we measured a significant improvement in the ASSD of the HMD direct, direct calibrated, and direct calibrated repeat paradigms (   T D   ,    T C   , and ) when compared to the monitor-guided (   T M   ) and HMD adjacent guided (   T A   ) paradigms (  p < 0.05  ).




3.1.4. Task Completion Time


In Figure 5c, the results of task completion time are compared across the test scenarios. The time required for point collection was extracted as the calibration time. For the monitor-guided paradigm (   T M   ), we measured   129 ± 72   s for completion of the point-and-trace task, with   130 ± 63   s for the HMD guided case with adjacent virtual content (   T A   ). In the HMD direct visualization paradigms, users required   78 ± 34   s for task completion prior to display calibration (   T D   ) and   71 ± 23   s, after performing per-user display calibration (   T C   ). In the repeat assessment, we recorded a task completion time of   73 ± 29   s (   T R   ).



We observed a non-significant reduction in the time required to complete the point-and-trace task when the virtual ground truth target was aligned directly with the target (   T D   ,    T C   , and    T R   ).




3.1.5. Calibration Time


The time required for user-driven display calibration, during the comparison and repeatability assessments, is included in Figure 5d. We observed a non-significant reduction in calibration time between the initial trial   122 ± 65   s (   T C   ) and the repeat trials   85 ± 38   s (   T R   ). The reduced time required for calibration in the repeat trial could indicate that users felt more familiar with the calibration procedure in their return visit.




3.1.6. NASA-TLX Results


The results of the raw (unweighted) NASA-TLX are included in Figure 6 and serve as a subjective assessment of the perceived task load. We measured a significant reduction in perceived mental demand and required effort in the HoloLens 2 direct visualization paradigm (   T D   ). When incorporating the additional per-user display calibration procedure (   T C   ,    T R   ), the user-perceived performance displayed a significant improvement; however, this came at the expense of increased mental and physical demand, as well as perceived user-effort.



At the end of each session, we asked participants if they experienced any nausea/dizziness, eye strain, or neck discomfort. One user reported eye strain during the calibration procedure due to discomfort with closing their left and right eyes while viewing the calibration reticle. No other reports of discomfort were reported by the participants.





3.2. Porcine Study Results


We assessed the feasibility of our proposed HMD based guidance framework with per-user calibration for visualization in two in-situ porcine models. Figure 7a contains a slice of the LGE MRI data and segmentations, with Figure 7b showing the corresponding surface-rendered virtual models of tissue structures and volume rendered locations of MRI-visible fiducials. Figure 7c–e include images from the HoloLens 2 mixed reality capture, showing the exposed surface of the porcine heart with its aligned image-derived virtual model. After achieving initial alignment using the marker-based approach, simultaneous localization and mapping (SLAM) was used to maintain registration of the virtual model for the duration of the experiment (due to the shift in tissue and marker locations during the thoracotomy). Overall, there was good agreement between the 3D virtual scar model and the actual scar (and minimal registration drift throughout), and the model appeared well in the surgical lighting conditions. Averaged across the two porcine studies, we found that the fiducial marker placement procedure required   163.2 ± 22.6   s, and the per-user display calibration procedure needed   118.9 ± 26.3   s, placing us within our goal of a sub-5-min setup and calibration time at 4.7 min.





4. Discussion


To our knowledge, we are the first to focus on investigating the perceptual accuracy of augmented virtual content using the HoloLens 2 headset and to compare its performance to a conventional monitor-guided approach. In similar user-driven assessments of perceptual accuracy, Qian et al. reported a Euclidean error of 2.17 mm RMS using the Magic Leap One OST-HMD [19], and Ballestin et al. reported a 2D reprojection error of 9.6 mm RMS using the Meta2 OST-HMD [41]. Both approaches used a single-point active alignment calibration procedure (SPAAM) to estimate a 3D to 2D projective transform. In earlier work, Qian et al. used a 3D-to-3D display calibration technique and arrived at a reprojection error of 2.24 mm RMS on the HL1 and 2.76 mm RMS using the Epson Moverio BT-300 [31].



In our study, we recorded significantly increased error with a conventional monitor-guided approach when compared to HMD-led techniques that directly superimposed virtual content on the target site. This disparity in performance was especially noticeable across target points that were far away from landmark features in the ground truth trace template. For similar guidance tasks as our 2D point-and-trace experiment, we have concluded that a monitor-based guidance approach is sub-optimal and, in our case, lead to an RMSE of 4 mm.



The proposed HMD-led adjacent visualization resulted in significantly increased error (3 mm RMSE) when compared to HMD-led guidance with direct superimposition. Though the HMD-led adjacent paradigm brought the augmented virtual guidance into the field-of-view of the wearer during task performance, it did not significantly outperform the monitor-guided task. From this result, we gather that, to achieve the maximal accuracy in a similar task, the ground truth information needs to be directly superimposed with the target site to remove the requirement of users to rely on a mental mapping and features in the image for orientation and guidance.



In our experiments with direct alignment of the virtual ground truth with the target site, we recorded error of 1.26 mm RMSE without additional display calibration and error of 1.1 mm RMSE after our manual per-user calibration approach. We believe that this minimal improvement to accuracy is partially due to the contribution of active corrections made to virtual content augmentation, via active eye-tracking and improved IPD estimation, on the HoloLens 2. To test this hypothesis, we assessed the performance of our calibration approach on the HoloLens 1 (HL1), an OST-HMD which does not benefit from eye-tracking. With a smaller subgroup of participants (  N = 3  ) we re-evaluated the point-and-trace task using the HL1. In the direct visualization paradigm (   T  D ,   H L 1    ), we measured a TRE of   3.5 ± 1.1   mm (    RMSE   D ,   H L 1   = 3.64   mm) and, including additional manual per-user calibration (   T  C ,   H L 1    ), a TRE of   1.8 ± 0.6   mm (    RMSE   C ,   H L 1   = 1.89   mm). From this experiment, we gather that the incremental improvement to perceptual accuracy, with the inclusion of an additional manual display calibration procedure, was less with the HoloLens 2 (13% improvement) than the HL1 (48% improvement). We can also extract that the error reduction during the task, due to the active eye-tracking and display technology of the HoloLens 2 versus the HL1, was on the order of 0.65 mm.



As OST-HMD technology continues to mature, the development direction seems to point to the use of a lightweight headset and comfortable form factor, with many of the cumbersome on-board computing resources removed in favor of a shift to cloud-based computing. We anticipate that these lightweight headsets, which may not include eye-tracking, will benefit from the proposed efficient per-user display calibration procedure. However, we suggest that researchers must evaluate the requirements of their proposed application space to assess whether the improvements to perceptual accuracy are worth the trade-off of potential cognitive loading and the additional time required for manual display calibration.



To minimize the time interruption to a typical media delivery procedure, we aimed for the OST-HMD display calibration procedure to require less than 5 min; our data demonstrates that this is feasible, as we required   1.42   min for calibration on average. In recent work by Long et al., the authors investigated the perceptual accuracy of a Magic Leap One headset with affixed dental loupes for enhanced magnification. In the AR-Loupe condition, users achieved 0.94 mm RMS error (compared the 1.10 mm RMS in our study) but required 4.47 min, on average, for the point alignment task [19]—more than triple the 1.42 min required in our study.



The vergence accommodation conflict is commonly discussed when evaluating the limitations of current available commercial OST-HMDs and stems from the difference in distance between the depth of targets in the scene (vergence) and fixed focal distance of the OST-HMD (accommodation). This conflict can lead to discomfort to users due to out of focus images and reduced perceptual accuracy of virtual content—especially in the depth plane [24]. At a focal distance of 0.5 m, depth of field predictions range from 0.40 to 0.67 m, which fit well within the peri-personal space requirements [18]. However, the HoloLens 2 has a fixed focal distance of 1 m to 1.5 m and is designed for an optimal user experience in the range of 1 m to 2 m viewing distance, resulting in mismatched vergence accommodation for virtual content in the peri-personal space and the potential for errors in perception.



To categorize errors due to marker tracking, we defined misalignments of ground truth landmarks, with measured ArUco fiducial points, as the RMS fiducial registration error (FRE):


  FRE =    (   1 N   )    ∑   i = 1  N     (   m i  −  n i   )   2     



(9)




where  m  are the centroids of ground truth landmarks and  n  are the centroids of physically measured fiducial points ( N  total points) after performing registration between these spaces. Using the ArUco library, experimental measures of FRE range from   0.27 – 0.91   mm for 40 cm and 100 cm viewing distances, respectively, with rotational errors between 1.0–3.8 degrees [42]. By combining the contributions from ArUco marker tracking, we expect a similar FRE of   0.27 – 0.91   mm for our proposed viewing distance. As the FRE contributes to the total TRE, we can expect a TRE in the order of   0.3 – 0.9   mm to be the theoretical best accuracy of our system—assuming that there are no other contributing sources of error in the registration due to manual calibration and the intrinsic display properties of the OST-HMD. Comparing the best-case assessment of TRE, with   0.3 – 0.9   mm of error, contributed, based on marker tracking alone, to the TRE of   1.1   mm RMS measured in our repeatability study (   T R   ), we can infer that the error, due to other sources such as display calibration and vergence-accommodation, is in the order of   0.2 – 0.8   mm.



With registration of imaging data from preoperative imaging to intraoperative surgical space, we expect additional error on the order of   0.2   mm [43] due to the inherent resolution limitations of MRI. Therefore, the theoretical best-case TRE of our combined guidance system is   1.35   mm RMS. Importantly, the total combined TRE of our approach is small, relative to the contribution of expected cardiac and respiratory motion error at the target site. At the LAD, the typical displacement has been measured as 12.83 mm RMS without, or 1.51 mm RMS with, mechanical stabilization in healthy porcine models [44].



The registration approach used in the porcine study presents significant potential for user-introduced error through the requirement for manual re-placement of square image-based markers onto the animal, intraoperatively, in an identical configuration as the preoperative MRI-visible fiducials. Given that the user-study was focused on a marker-based registration led assessment of perceptual accuracy in a 2D task, we felt that introducing a new registration paradigm, which is less sensitive to user-introduced error for the in-situ porcine assessment, could confuse the reader and take away from the validity of this assessment. In our approach to registration, we pre-constructed the marker-based tracking configuration with knowledge of the expected relative marker poses, as measured from preoperative imaging space and the MRI-visible fiducials. Through pre-construction of this tracking object, our approach was more robust to occlusion and only required concurrent detection of two out of four markers to maintain alignment [34].



As discussed in the porcine study results section, we mention that the marker-based tracking approach was only used to achieve an initial registration at the beginning of the procedure, after which we relied on the SLAM capabilities included with the HoloLens 2 for ongoing alignment. We found that, due to the significant shift in tissue and marker locations during surgical entry and access to the surface of the heart, SLAM tracking was more reliable through the duration of the procedure—an indicator, to us, of a potential area for improvement with future work. An alternative and intermediate step, prior to moving fully towards a surface-based registration approach such as point-cloud matching, is to investigate the use of a magnetic ink tattoo, which is visible in MRI, as a fiducial marker for RGB based tracking [45], to enable more precise preoperative imaging to intraoperative surgical alignment without requiring the manual re-placement of fiducials.



We acknowledge that there is a substantial abstraction in task difficulty when moving from the 2D point-and-trace user study to the 3D feasibility assessment in an in-situ porcine model; however, for our specific proposed use case of targeted media delivery to the epicardial surface of the infarcted heart, we feel that the 2D approximation of target tissue is acceptable for the following reasons.



Though the heart itself is inherently of complex 3D morphology, for a targeted delivery task, we are primarily focused on the correct 2D placement and 2D spacing of media injections across a section of the epicardial surface of the heart [8]—specifically, the scar myocardium identified through LGE MRI. After balloon occlusion of the LAD, the resulting anteroseptal wall scar tissue typically appears as a relatively flat section across the surface of the heart with no extreme curvature (Figure 1a). The morphology of the scar tissue is also shown in the accompanying LGE MRI data (Figure 1b).



Importantly, the media delivery plan (Figure 1c), which serves as the current reference for intraoperative media placement guidance, is created as a 2D abstraction of the 3D infarct tissue on the surface of the heart. Currently the challenge for the surgeon is to localize and project a mental mapping of the 2D media delivery plan onto the surface of the heart, not to understand or interpret the 3D morphology of the characterized infarct.



In the chronic stage of MI (>4 weeks), the transmural (complete wall thickness) myocardial scar tissue has typically experienced significant regional wall thinning, relative to healthy myocardium, with wall thickness measurements of 5–6 mm [10], meaning that, during media delivery, there is little consideration as to the depth of injection into the scar tissue surface, apart from avoiding accidental perforation into the heart. As such, the focus of our efforts was on guiding the correct 2D localized placement of media injections into scar tissue rather than considering the 3D depth of media delivery.



We believe in the validity of the 2D approximation of 3D anatomical structures that was incorporated for our task-specific use case; however, this approximation does not necessarily apply for other navigation tasks, which require more complex 3D guidance. In that case, we would need to validate our system through a rigorous 3D phantom study to assess its capacity in 3D guidance and localization.



In our simplified scenario, we sought to demonstrate the capability of our system to display MRI-derived virtual models, aligned with target tissue, and to evaluate its capacity to be set up within the time constraints of a typical workflow. The in-depth quantitative assessment of the accuracy of our system in a complex clinical setting is beyond the scope of this work. Additionally, there are several other fundamental challenges to address, such as cardiac and respiratory motion, before attempting to evaluate a standalone OST-HMD based surgical navigation framework.




5. Conclusions


In this work, we measured the perceptual accuracy of several different guidance paradigms through an extensive user-study and demonstrated the potential for their use in displaying MRI-derived virtual models, aligned with myocardial scar tissue, in an in-situ porcine model. Our results indicated that the use of the HoloLens 2 OST-HMD and direct alignment of the virtual ground truth with the target site (with an additional display calibration procedure that required   1.42   min on average) enabled users to achieve a TRE of   1.1   mm RMS, as compared to a TRE of 4.03 mm RMS in the monitor-led case, in a simplified 2D scenario, as evaluated by the point-and-trace task. We observed that guidance paradigms, where the virtual ground truth was directly aligned with the target site, provided significant improvements to accuracy, contour tracing performance, and user-perceived performance, as measured by the NASA-TLX (  p < 0.05  ). In the porcine study, we demonstrated the potential capabilities of this system to display MRI-derived virtual content aligned with target tissue, moving us closer to the long-term goal of assisting in the delivery of media to target regions of scar tissue on the surface of an infarcted porcine heart.



We envision that our OST-HMD based navigation framework will offer a powerful platform for researchers, providing the means for improved accuracy during 2D targeted tasks and, with future developments, potentially contribute to optimal therapeutics and improved patient outcome. Furthermore, due to its utility and ease of incorporation, we expect that our navigation approach could have immediate implications in many other interventions, which could benefit from the accurate alignment and visualization of high-resolution imaging derived anatomical models.







Author Contributions


Conceptualization, M.D. and N.R.G.; Funding acquisition, N.R.G.; Methodology, M.D.; Project administration, N.R.G.; Resources, N.R.G.; Software, M.D.; Supervision, N.R.G.; Writing—original draft, M.D.; Writing—review & editing, M.D. and N.R.G. All authors have read and agreed to the published version of the manuscript.




Funding


This work was supported by the Natural Sciences and Engineering Research Council of Canada (NSERC) Discovery program (RGPIN-2019-06367) and New Frontiers in Research Fund-Exploration (NFRFE-2019-00333). N.R.G. is supported by the National New Investigator (NNI) award from the Heart and Stroke Foundation of Canada (HSFC).




Institutional Review Board Statement


The animal study protocol was approved by the Institutional Review Board (or Ethics Committee) of Sunnybrook Research Institute (AUP 235 approved by IACUC, 17 August 2020).




Informed Consent Statement


Informed consent was obtained from all subjects involved in the study.




Data Availability Statement


The described software is available here: https://github.com/doughtmw/display-calibration-hololens (accessed on 28 December 2021). Additional data is available on request from the corresponding author.




Acknowledgments


The authors would like to thank Jennifer Barry and Melissa Larsen for facilitating the animal study, and Terenz Escartin for assistance with MRI data acquisition.




Conflicts of Interest


The authors declare no conflict of interest.




References


	



Benjamin, E.J.; Virani, S.S.; Chair, C.-V.; Callaway, C.W.; Chamberlain, A.M.; Chang, A.R.; Cheng, S.; Chiuve, S.E.; Cushman, M.; Delling, F.N.; et al. Heart Disease and Stroke Statistics—2018 Update: A Report From the American Heart Association. Circulation 2018, 137, 426. [Google Scholar] [CrossRef]

	



Heart and Stroke, The Burden of Heart Failure. 2016. Available online: https://www.heartandstroke.ca/-/media/pdf-files/canada/2017-heart-month/heartandstroke-reportonhealth-2016.ashx?la=en (accessed on 9 March 2018).

	



Canadian Organ Replacement Register Annual Report: Treatment of End-Stage Organ Failure in Canada, 2004 to 2013. Heart Transplant. p. 6. Available online: https://globalnews.ca/wp-content/uploads/2015/04/2015_corr_annualreport_enweb.pdf (accessed on 28 December 2021).

	



Cleland, J.G.; Teerlink, J.R.; Senior, R.; Nifontov, E.M.; Mc Murray, J.J.; Lang, C.C.; Tsyrlin, V.A.; Greenberg, B.H.; Mayet, J.; Francis, D.P.; et al. The effects of the cardiac myosin activator, omecamtiv mecarbil, on cardiac function in systolic heart failure: A double-blind, placebo-controlled, crossover, dose-ranging phase 2 trial. Lancet 2011, 378, 676–683. [Google Scholar] [CrossRef]

	



Bar, A.; Cohen, S. Inducing Endogenous Cardiac Regeneration: Can Biomaterials Connect the Dots? Front. Bioeng. Biotechnol. 2020, 8, 126. [Google Scholar] [CrossRef] [PubMed]

	



Gerbin, K.A.; Murry, C.E. The winding road to regenerating the human heart. Cardiovasc. Pathol. 2015, 24, 133–140. [Google Scholar] [CrossRef] [PubMed]

	



Naumova, A.V.; Modo, M.; Moore, A.; Murry, C.E.; Frank, J.A. Clinical imaging in regenerative medicine. Nat. Biotechnol. 2014, 32, 804–818. [Google Scholar] [CrossRef] [PubMed]

	



Chong, J.J.H.; Yang, X.; Don, C.W.; Minami, E.; Liu, Y.-W.; Weyers, J.J.; Mahoney, W.M.; Van Biber, B.; Cook, S.M.; Palpant, N.J.; et al. Human Embryonic Stem Cell-Derived Cardiomyocytes Regenerate Non-Human Primate Hearts. Nature 2014, 510, 273–277. [Google Scholar] [CrossRef] [PubMed]

	



Roche, E.T.; Hastings, C.L.; Lewin, S.A.; Shvartsman, D.; Brudno, Y.; Vasilyev, N.V.; O’Brien, F.J.; Walsh, C.J.; Duffy, G.P.; Mooney, D.J. Comparison of biomaterial delivery vehicles for improving acute retention of stem cells in the infarcted heart. Biomaterials 2014, 35, 6850–6858. [Google Scholar] [CrossRef]

	



Ghugre, N.R.; Pop, M.; Barry, J.; Connelly, K.A.; Wright, G.A. Quantitative magnetic resonance imaging can distinguish remodeling mechanisms after acute myocardial infarction based on the severity of ischemic insult: Remodeling Mechanisms After AMI With Quantitative MRI. Magn. Reson. Med. 2013, 70, 1095–1105. [Google Scholar] [CrossRef]

	



Cleary, K.; Peters, T.M. Image-Guided Interventions: Technology Review and Clinical Applications. Annu. Rev. Biomed. Eng. 2010, 12, 119–142. [Google Scholar] [CrossRef]

	



Liu, D.; Jenkins, S.A.; Sanderson, P.M.; Fabian, P.; Russell, W.J. Monitoring with Head-Mounted Displays in General Anesthesia: A Clinical Evaluation in the Operating Room. Anesth. Analg. 2010, 110, 1032–1038. [Google Scholar] [CrossRef]

	



Rahman, R.; Wood, M.E.; Qian, L.; Price, C.L.; Johnson, A.A.; Osgood, G.M. Head-Mounted Display Use in Surgery: A Systematic Review. Surg. Innov. 2020, 27, 88–100. [Google Scholar] [CrossRef] [PubMed]

	



Meola, A.; Cutolo, F.; Carbone, M.; Cagnazzo, F.; Ferrari, M.; Ferrari, V. Augmented reality in neurosurgery: A systematic review. Neurosurg. Rev. 2017, 40, 537–548. [Google Scholar] [CrossRef] [PubMed]

	



Jud, L.; Fotouhi, J.; Andronic, O.; Aichmair, A.; Osgood, G.; Navab, N.; Farshad, M. Applicability of augmented reality in orthopedic surgery—A systematic review. BMC Musculoskelet. Disord. 2020, 21, 103. [Google Scholar] [CrossRef] [PubMed]

	



Bernhardt, S.; Nicolau, S.A.; Soler, L.; Doignon, C. The status of augmented reality in laparoscopic surgery as of 2016. Med. Image Anal. 2017, 37, 66–90. [Google Scholar] [CrossRef] [PubMed]

	



Kim, Y.; Kim, H.; Kim, Y.O. Virtual Reality and Augmented Reality in Plastic Surgery: A Review. Arch. Plast. Surg. 2017, 44, 179–187. [Google Scholar] [CrossRef] [PubMed]

	



Condino, S.; Carbone, M.; Piazza, R.; Ferrari, M.; Ferrari, V. Perceptual Limits of Optical See-Through Visors for Augmented Reality Guidance of Manual Tasks. IEEE Trans. Biomed. Eng. 2020, 67, 411–419. [Google Scholar] [CrossRef]

	



Qian, L.; Song, T.; Unberath, M.; Kazanzides, P. AR-Loupe: Magnified Augmented Reality by Combining an Optical See-Through Head-Mounted Display and a Loupe. IEEE Trans. Vis. Comput. Graph. 2020, 1. [Google Scholar] [CrossRef]

	



Fischer, M.; Leuze, C.; Perkins, S.; Rosenberg, J.; Daniel, B.; Martin-Gomez, A. Evaluation of Different Visualization Techniques for Perception-Based Alignment in Medical AR. In Proceedings of the 2020 IEEE International Symposium on Mixed and Augmented Reality Adjunct (ISMAR-Adjunct), Recife, Brazil, 9–13 November 2020; pp. 45–50. [Google Scholar]

	



Fotouhi, J.; Song, T.; Mehrfard, A.; Taylor, G.; Wang, Q.; Xian, F.; Martin-Gomez, A.; Fuerst, B.; Armand, M.; Unberath, M.; et al. Reflective-AR Display: An Interaction Methodology for Virtual-to-Real Alignment in Medical Robotics. IEEE Robot. Autom. Lett. 2020, 5, 2722–2729. [Google Scholar] [CrossRef]

	



Eckert, M.; Volmerg, J.S.; Friedrich, C.M. Augmented Reality in Medicine: Systematic and Bibliographic Review. JMIR MHealth UHealth 2019, 7, e10967. [Google Scholar] [CrossRef]

	



Sielhorst, T.; Feuerstein, M.; Navab, N. Advanced Medical Displays: A Literature Review of Augmented Reality. J. Disp. Technol. 2008, 4, 451–467. [Google Scholar] [CrossRef]

	



Kramida, G. Resolving the Vergence-Accommodation Conflict in Head-Mounted Displays. IEEE Trans. Vis. Comput. Graph. 2016, 22, 1912–1931. [Google Scholar] [CrossRef] [PubMed]

	



Doughty, M.; Singh, K.; Ghugre, N.R. SurgeonAssist-Net: Towards Context-Aware Head-Mounted Display-Based Augmented Reality for Surgical Guidance. In Proceedings of the Medical Image Computing and Computer Assisted Intervention (MICCAI), Strasbourg, France, 27 September–1 October 2021; Springer: Cham, Switzerland, 2021; pp. 667–677. [Google Scholar]

	



Zhang, Z. A flexible new technique for camera calibration. IEEE Trans. Pattern Anal. Mach. Intell. 2000, 22, 1330–1334. [Google Scholar] [CrossRef]

	



Grubert, J.; Itoh, Y.; Moser, K.; Swan II, J.E. A Survey of Calibration Methods for Optical See-Through Head-Mounted Displays. IEEE Trans. Vis. Comput. Graph. 2018, 24, 2649–2662. [Google Scholar] [CrossRef] [PubMed]

	



Tuceryan, M.; Navab, N. Single point active alignment method (SPAAM) for optical see-through HMD calibration for AR. In Proceedings of the IEEE and ACM International Symposium on Augmented Reality (ISAR 2000), Munich, Germany, 5–6 October 2000; pp. 149–158. [Google Scholar]

	



Owen, C.B.; Zhou, J.; Tang, A.; Xiao, F. Display-Relative Calibration for Optical See-Through Head-Mounted Displays. In Proceedings of the Third IEEE and ACM International Symposium on Mixed and Augmented Reality, Arlington, VA, USA, 5 November 2004; pp. 70–78. [Google Scholar]

	



Plopski, A.; Itoh, Y.; Nitschke, C.; Kiyokawa, K.; Klinker, G.; Takemura, H. Corneal-Imaging Calibration for Optical See-Through Head-Mounted Displays. IEEE Trans. Vis. Comput. Graph. 2015, 21, 481–490. [Google Scholar] [CrossRef] [PubMed]

	



Azimi, E.; Qian, L.; Navab, N.; Kazanzides, P. Alignment of the Virtual Scene to the Tracking Space of a Mixed Reality Head-Mounted Display. arXiv 2017, arXiv:170305834. [Google Scholar]

	



Arun, K.S.; Huang, T.S.; Blostein, S.D. Least-Squares Fitting of Two 3-D Point Sets. IEEE Trans. Pattern Anal. Mach. Intell. 1987, PAMI-9, 698–700. [Google Scholar] [CrossRef] [PubMed]

	



Schönemann, P.H. A generalized solution of the orthogonal procrustes problem. Psychometrika 1966, 31, 1–10. [Google Scholar] [CrossRef]

	



Garrido-Jurado, S.; Muñoz-Salinas, R.; Madrid-Cuevas, F.J.; Marín-Jiménez, M.J. Automatic generation and detection of highly reliable fiducial markers under occlusion. Pattern Recognit. 2014, 47, 2280–2292. [Google Scholar] [CrossRef]

	



Linte, C.A.; White, J.; Eagleson, R.; Guiraudon, G.M.; Peters, T.M. Virtual and Augmented Medical Imaging Environments: Enabling Technology for Minimally Invasive Cardiac Interventional Guidance. IEEE Rev. Biomed. Eng. 2010, 3, 25–47. [Google Scholar] [CrossRef] [PubMed]

	



Fitzpatrick, J.M.; West, J.B.; Maurer, C.R. Predicting error in rigid-body point-based registration. IEEE Trans. Med. Imaging 1998, 17, 694–702. [Google Scholar] [CrossRef]

	



Hart, S.G.; Staveland, L.E. Development of NASA-TLX (Task Load Index): Results of Empirical and Theoretical Research. In Advances in Psychology; Hancock, P.A., Meshkati, N., Eds.; Human Mental Workload: Amsterdam, The Netherlands, 1988; Volume 52, pp. 139–183. [Google Scholar]

	



Shapiro, S.S.; Wilk, M.B. An Analysis of Variance Test for Normality (Complete Samples). Biometrika 1965, 52, 591. [Google Scholar] [CrossRef]

	



Dastidar, A.G.; Rodrigues, J.C.; Baritussio, A.; Bucciarelli-Ducci, C. MRI in the assessment of ischaemic heart disease. Heart 2016, 102, 239–252. [Google Scholar] [CrossRef] [PubMed]

	



Kikinis, R.; Pieper, S.D.; Vosburgh, K.G. 3D Slicer: A Platform for Subject-Specific Image Analysis, Visualization, and Clinical Support. In Intraoperative Imaging and Image-Guided Therapy; Jolesz, F.A., Ed.; Springer: New York, NY, USA, 2014; pp. 277–289. ISBN 978-1-4614-7657-3. [Google Scholar]

	



Ballestin, G.; Chessa, M.; Solari, F. Assessment of Optical See-Through Head Mounted Display Calibration for Interactive Augmented Reality. In Proceedings of the 2019 IEEE/CVF International Conference on Computer Vision Workshop (ICCVW), Seoul, Korea, 27–28 October 2019; pp. 4452–4460. [Google Scholar]

	



Kunz, C.; Genten, V.; Meißner, P.; Hein, B. Metric-based evaluation of fiducial markers for medical procedures. In Proceedings of the Medical Imaging 2019: Image-Guided Procedures, Robotic Interventions, and Modeling, San Diego, CA, USA, 16–21 February 2019; Volume 10951, p. 109512O. [Google Scholar]

	



Nousiainen, K.; Mäkelä, T. Measuring geometric accuracy in magnetic resonance imaging with 3D-printed phantom and nonrigid image registration. Magn. Reson. Mater. Phys. Biol. Med. 2020, 33, 401–410. [Google Scholar] [CrossRef] [PubMed]

	



Lemma, M.; Mangini, A.; Redaelli, A.; Acocella, F. Do cardiac stabilizers really stabilize? Experimental quantitative analysis of mechanical stabilization. Interact. Cardiovasc. Thorac. Surg. 2005, 4, 222–226. [Google Scholar] [CrossRef] [PubMed]

	



Perkins, S.L.; Daniel, B.L.; Hargreaves, B.A. MR imaging of magnetic ink patterns via off-resonance sensitivity. Magn. Reson. Med. 2018, 80, 2017–2023. [Google Scholar] [CrossRef] [PubMed]








[image: Jimaging 08 00033 g001 550] 





Figure 1. (a) Open chest surgical scene from a left lateral thoracotomy procedure, for delivery of a candidate therapy, in a porcine model of myocardial infarction, with (b) data from late gadolinium-enhanced magnetic resonance imaging (LGE MRI) to characterize myocardial scar tissue (green region), and (c) an example markup of a targeted media injection pattern, for the delivery of a candidate therapy, across the identified scar (target injection sites spaced 1 cm apart). 
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Figure 2. (a) Pinhole camera model (perspective projection) to relate 3D world points    x c    to their 2D image projections    u C    by the intrinsic matrix    K      C   . Focal lengths length    f x    and    f y    are the distance between the pinhole and the image plane. Principal points are indicated as    c x    and    c y      [27]. (b) Physical viewing frustum (user perspective). A 3D rigid transform    T    E C    is computed to relate 3D head-relative points of tracked content in the camera coordinate system    x c    to 3D viewpoints within the display of the HMD    x E    [27]. (c) Image captured through the head-mounted display during the display calibration procedure. The user is tasked with alignment of the tracked image marker (with centroid    x C    ) with the virtual on-screen reticle (with centroid    x E    ). 
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Figure 3. The display paradigms used in this study. (a) The monitor-guided condition (   T M   ) where the ground truth contour and point locations were displayed (with correct scaling) on a monitor adjacent to the user. (b) The HoloLens 2 guided condition (   T A    ), recorded through the HoloLens 2 display, with virtual content shown adjacent to the trace template and with the correct scale. (c) The HoloLens 2 guided conditions, recorded through the HoloLens 2 display, with (   T C   ,    T R    ) or without (   T D    ) performing per-user display calibration, where the ground truth template was directly aligned with the trace template and displayed to the user. In all paradigms, the user was provided with the same trace template that incorporates a minimal amount of feature information to assist in the point-and-trace task. 
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Figure 4. (a) A sample ground truth target showing the contour and target points in red. (b) A sample trace template and (c) scanned user trace result. (d) A sample target registration error (TRE) calculation, with circles fit to user-trace and ground truth points; (e) an average symmetric surface distance (ASSD) computation. 
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Figure 5. Quantitative results of the user-study. (a) Point accuracy was assessed as the mean target registration error (TRE), in millimeters, between user-points and ground truth points. (b) Contour tracing was measured as the average symmetric surface distance (ASSD), in millimeters, between the user and ground truth trace. (c) Task completion time and (d) per-user manual display calibration time were measured in seconds. HoloLens 2 (HL2) tasks are labelled. Significant results (  p < 0.05  ) are indicated by an Asterix (*). 
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Figure 6. Qualitative results of the user-study. We report the results of the self-reported NASA task load index (NASA-TLX) scoring, which was performed after each paradigm of the point-and-trace user-study. HoloLens 2 (HL2) tasks are labelled. Significant results (  p < 0.05  ) are indicated by an Asterix (*). 
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Figure 7. Results from the porcine feasibility study. (a) Segmented left ventricle myocardium and blood pool structures from cine MRI (yellow, red) and myocardial scar tissue from LGE MRI (green) at the 30-min timepoint after Gd injection. (b) Structures segmented from MRI as a smoothed 3D model with transparency applied. The MRI visible fiducials (Vitamin E caplets) are visible on the skin of the animal. (c–e) A single 2D view of the stereo 3D view (which a user wearing the HMD would see) was captured using the HoloLens 2 mixed reality capture capability, which is known to introduce an offset in the position of virtual models. The virtual model is shown aligned with the heart, and a user-interface is included to allow for control of virtual model mesh visualization. All images were recorded after animal sacrifice, resulting in higher scar to myocardium contrast from blood washout. 
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Table 1. Participant details in the point-and-trace user-study.
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	Participants
	Sex
	Age (Years)
	Glasses
	Experience with AR





	   10   
	   F :   4      ,   M :   6   
	   33.6 ± 11.4   
	  5  
	   None :   8 ,   Minimal :   2   
















	
	
Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.











© 2022 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).






media/file13.jpg





media/file4.png
(a) (b)

' 3D projective Detected: 1 markers
World | J"" Camera | p=—" virtual space
origin I origin I
wp | w P Co1C / e T Xc Virtual
[ R| ¢ t] x, [R|Et] reticle |
| o [ _l--of
L. = . T
e T T Image
Cy, C -
/ (for f)K (€x €y) / X Virtual || marker
]| reticle
Camera 0 Eye = Double tap or press spacebar to begin collecting points.
origin origin
Image plane
N






nav.xhtml


  jimaging-08-00033


  
    		
      jimaging-08-00033
    


  




  





media/file2.png
Media delivery plan

Myocardial scar | oammr 2






media/file5.jpg





media/file3.jpg





media/file1.jpg
i ‘“
a0






media/file7.jpg
) Sampl rovod | ) sk vocs e | [ (0 Sample servace | [ (0 TRE computton | [ ASSD computtion






media/file10.png
Mean TRE (mm)

(a) Point Accuracy I I (b) Contour Tracing I | (c) Task Completion Time I | (d) Calibration Time
. «
6 : - ) - ) + calibration )
. L) . . = 3 / S 250 time ere
' ' 2.5 4 ! ! -
! Lt E . 200 150 -
4 . — 5 s T _— _—
——— 8 : . 1 &150 - | .:_n. ———
3 v 1.5 - T 2 mimm 2 100 A
- £ 100 - ] £
2 € 1 - == = =
| L] 50 -
: mm o I I s R mmlﬂ
0 — 0} — 0 - 07 b—
Ty Ty To Te Tr Ty Ta Tp T¢ Tg Ty Ta Tp T¢ Tg Te Tr

Monitor nw HL2 Adjacent HL2 Direct HL2 Direct Calib HL2 Direct Calib Repeat





media/file12.png
o

Tul|Ta [ T[T,
Mental Demand

Monitor

i

NASA Task-Load Index (NASA-TLX)

Physical Demand
HL2 Adjacent

Temporal Demand
HL2 Direct

Performance
HL2 Direct Calib

|

Effort

—

[

Frustration
HL2 Direct Calib Repeat





media/file9.jpg
o}

o ey

] [ ®rcomoutaons | [ (@ mkconpietiontime | [ @) comrationime_|






media/file0.png





media/file14.png
(a) LGE MRI scar (b) 3D image model (c) Superimposed MRI data ‘ ' 7 W \\

!
' " : - R - N { ~~
| & 1 N
b 4 : s ey -/
- USSP (d) Scar tissue g

; Te—

|

N N
Repeated _—
| fiducials 2:'5 N ;

Lt ;; =
™ ¥
g v v v v ~ W ., - . ~
e e e SN > -
A, X XXX N 3

Segmented scar — . | () Virtual scar model e






media/file8.png
{ (a) Sample ground t;'uth | (b) Blank trace template | [ (c) Sample user-trace [ (d) TRE computation | (e) ASSD computation ‘

di(P1,91) '
\\\

| dy(xq,0M)
/

(pn.qn)

s \" N

d2(P2, q2) : : \ dye(xac, M)
e e e e .

8 cm






media/file11.jpg





media/file6.png
Monitor
ground truth

A

Blank trace template Blank trace template






