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Abstract: Databases such as research data management systems (RDMS) provide the research data in
which information is to be searched for. They provide techniques with which even large amounts of
data can be evaluated efficiently. This includes the management of research data and the optimization
of access to this data, especially if it cannot be fully loaded into the main memory. They also provide
methods for grouping and sorting and optimize requests that are made to them so that they can
be processed efficiently even when accessing large amounts of data. Research data offer one thing
above all: the opportunity to generate valuable knowledge. The quality of research data is of primary
importance for this. Only flawless research data can deliver reliable, beneficial results and enable
sound decision-making. Correct, complete and up-to-date research data are therefore essential for
successful operational processes. Wrong decisions and inefficiencies in day-to-day operations are only
the tip of the iceberg, since the problems with poor data quality span various areas and weaken entire
university processes. Therefore, this paper addresses the problems of data quality in the context of
RDMS and tries to shed light on the solution for ensuring data quality and to show a way to fix the
dirty research data that arise during its integration before it has a negative impact on business success.

Keywords: research data management systems (RDMS); research data life cycle; big data; poor
quality of information; data integrity and quality; institutional decision making

1. Introduction

Research data are essential resources and are becoming more and more extensive. This has to do
with the fact that the way researchers work has changed and more and more data is being digitized and
stored. However, precisely because research data are not only the basis of scientific cognitive processes,
but are also related to other data, professional research data management systems (RDMS) is becoming
increasingly important. Management systems of research data offer both research institutions and
librarians a new opportunity to support the research process [1]. RDMS is not just a scientific discipline
in computer science, and research institutions must provide organizational structures and processes as
well as pragmatic solutions (hardware and software resources) in order to implement the first simple
tasks of the RDMS [2]. RDMS, data curation, digital library and digital storage are very often used
interchangeably in the literature [3]. As well as some institutions, in addition to RDMS, institutional
repositories have been used as the basis for data storage, while others are experimenting with more
extensive data description environments despite the diversity of existing workflows [4].

The explosion in data volumes is becoming a serious problem for research institutions [5].
In addition to the increase in pure data volume, the number of sources, users and the handling of data
also increase the speed requirements. In order to keep control and to get as much benefit from the
information as possible, in addition to infrastructural measures, measures to ensure data security and
data quality are required. Almost all institutions rate good data quality as an existential basis for their
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own business. However, only a few invest the time and resources. Most of the time, a bad data basis in
individual departments are either accepted reluctantly or, in the worst case, is not even noticed.

Poor quality of research data quickly leads to serious problems: for example, if complaints about
incorrect research information accumulate, the handling of complaints causes noticeable costs and,
in the worst case, even dissatisfied decision-makers move.

The facility receives up to 1 million lines of research information from several different systems
every day. Dealing with large amounts of data is part of the day-to-day operations of the research
institutions. The correctness and reliability of the data in the RDMS play a crucial role here. Because
RDMS aims to collect, capture, store, track, and archive all the data generated in scientific projects and
experiments [2].

In order to turn research data into scientifically broadly usable data with added social value,
institutions have agreed to set up an RDMS. Data quality is also of crucial importance in order to
prepare and save research data for interdisciplinary reuse or to make it usable for non-scientific
dimensions such as economic exploitation, needs for society as a whole or cultural significance.
Many authors in the literature (e.g., [6–8]) deal explicitly with safeguarding data quality in different
information systems and databases. Little attention is paid to this in the area of RDMS, although
the variety of methods and procedures for generating, processing and disseminating research data
is increasing rapidly. The more decisions are made on the basis of digital research data, the more
important questions about their origin and quality become, both from individual researchers and
from universities, scientific organizations, sponsors and research-supporting infrastructure facilities
(e.g., libraries, data centers, etc.). When assessing the quality of data, it should be made clear that
the decision about its high quality or uselessness is always made by the potential user. This decision
can only be meaningfully made by him if the development of the data is documented. The quality
of the metadata plays the decisive role, i.e., who has; when; for what purpose; what and with what.
Good metadata is not a guarantee of the quality of the data itself. It is imperative to subject the data to
quality control yourself. Two typical main problems in the field of RDMS from practice are as follows:
System failures can result in sporadic incomplete data during automated data generation. These gaps
must be dealt with in order to avoid systematic bias. Occasionally, the professional interpretation
of analysis results is incorrect if the process of data generation is not analyzed and conclusions are
drawn on the basis of inferences. To counteract data quality problems, a systematic approach should
be developed. Incorrect research data have a direct impact on the operational process and thus the
success of the facility. Institutions must address the quality of their research data as a strategic task.
Too often they have so far concentrated on mere repair work for acute problems. Higher data quality
increases customer satisfaction and customer loyalty, and ultimately also sales.

This is the reason why this paper is being prepared and therefore the process of ensuring data
quality in institutions must be viewed holistically. However, certain aspects that are not strictly
necessary for the fulfillment of the project requirements are only discussed thematically. The topic of
data quality and the handling of incorrect data in data quality control is the theoretical focus of this
paper, because the management of research data is a major challenge for research institutions and their
scientists today, and huge amounts of digital research data are produced in universities in a variety of
forms at high speed [9].

This paper deals with the treatment of bad data in data quality control in the RDMS. It is important
to illustrate the importance of the quality of data in the RDMS, what exactly is bad data and how
incorrect data can affect research institutions. The aim is to use a case study to show methods of action
and approaches when dealing with bad data in the data quality management process and thus to
answer the following research question “how can RDMS users ensure their data quality?”.

The novelty with this work is to present a framework for the treatment of bad big research data
for the institutions, which was used by the author to improve the quality problems in practice and
thus reached 75% of the quality of research data. It enables research institutions and their scientists to
monitor ongoing problems with the data quality in the RDMS and to intervene if necessary. Regular
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data cleansing ensures that the planned measures can be continuously checked and strengthened or
adapted. One way to get representative results is to monitor the dirty data going on by ensuring its
quality. The research data are examined from various points of view such as correctness, completeness
and consistency.

The presentation of the solution on paper offers new insights into the subject of data quality in
relation to the RDMS. Using this developed solution, valuable knowledge can be generated for the
RDMS community or the users (institutions and their scientists). In order to convert this knowledge into
value in a stable and sustainable manner, targeted data quality management is required. Continuous
monitoring of data quality and the transfer of methodological knowledge are essential measures that
should be implemented in every facility.

2. Research Data Management Systems (RDMS)—What Are They? Why Do We Need Them?

The scope of research data has increased in recent years solely through the development of new
computer technologies and storage media. This is not only due to the fact that scientists collect large
amounts of research data, so that their processing, storage and evaluation can only be guaranteed by
highly developed computer technology. It is also related to the fact that the way researchers work
has changed and more and more research data are being saved because more and more storage space
is available. These stored data are not only the basis of scientific knowledge processes, they are also
related to other data and serve as a new database on the basis of which new knowledge can be gained
in research [10].

It is not easy to define what can be called research data, because in science, depending on the
research area, people speak of raw data, measurement data, empirical data or source data. The term
research data is data that is used in the context of scientific projects e.g., through digitization, source
research, experiments, measurements or surveys. Nevertheless, the term research data has prevailed
in German-speaking countries, which should include all data that are developed in the course of a
research project. According to the OECD (www.oecd.org), research data are “factual records (numerical
scores, textual records, images and sounds) used as primary sources for scientific research, and that are commonly
accepted in the scientific community as necessary to validate research findings” [11]. The German Research
Foundation (DFG, www.dfg.de) understands research data to be data (such as measurement data,
texts, simulations, audio files, etc.) that represent an essential basis for scientific work. Because there
are a variety of different scientific disciplines, research data can also be very diverse.

RDMS is currently an important topic for institutions and their scientists. Scientific institutions
generate a lot of digital research data. A comprehensive RDMS ensures that this data can also be
used by other scientists. Networking and cooperation help everyone involved to better master the
tasks and challenges within their own facilities. Scientists usually only seek support and information
when faced with a specific problem. This could be the case, for example, when a data management
plan (DMP) is in place, or when research data is mandatory as part of a publisher’s publication.
The aim of developing an RDMS is to sensitize scientists preventively and to inform them about new
developments. RDMS should become an integral part of the research process.

Research data must be managed in an appropriate manner so that reuse is possible for researchers.
Structured handling of research data can only be facilitated with an RDMS. As in Figure 1, the process
can be seen in an RDMS. With an RDMS, research institutions can collect their research activities and
results (e.g., publications, employee information, projects, financial data, etc.) and integrate them into
an RDMS. This data can then be automatically output in various forms on the RDMS website. Such a
system, which interweaves many individual sources of information and administrative processes in
the field of research management, is not only a provider of information, but also a work tool—on the
one hand for scientists and on the other hand for members of the university administration who are
entrusted with the management of research metadata stored in the RDMS.

www.oecd.org
www.dfg.de
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RDMS describes the structured handling of digital research data [3]. This is to ensure that research
results obtained are also reusable. This includes the various steps in the data lifecycle as well as
overarching tasks such as organizational, legal and financial matters. This makes it easier to work
according to good scientific practice and meets the requirements of third-party funding providers,
which increasingly require transparency about the data generated by research. In addition, working
with your own and third-party data is made easier and precious time is saved.

According to a general definition, all measures that serve to be able to use data are included in the
RDMS. A distinction must first be made between tasks during the research process that relate directly
to the specific research work and that are relevant to the processing of a research question, and secondly,
tasks that have to be performed after the end of the project, such as data archiving and/or ensuring
the long-term availability of the research data to ensure their continued use in new research contexts.
General models for structuring and systematizing the RDMS are designed to describe which specific
tasks arise in the various work phases and which work steps are involved in the specific setup of the
examination materials. There are various models for describing the life cycle of research data [12].
So-called data life cycle models describe the administration and processing of the examination materials
as a cycle, in which firstly the different phases of the data management process and the research process
run in parallel, and secondly the phase of providing the research data, i.e., the final phase of a research
project, directly in the planning phase for new one’s research project passes [1]. In its most detailed
form, six essential steps characterize this cycle:

1. Data creation: This step includes the planning of the research project and the data collection.
If requested by the third-party sponsor, a data management plan should also be drawn up in this
phase. A DMP describes the structured handling of the research data generated in the course of a
project. It contains information about the project, the responsibilities and which subject-specific
standards/guidelines have to be observed. In addition, a statement is made about the amount
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of data, file formats and their archiving and making available. If the DMP is kept up-to-date,
it makes it easier to share and reuse the project data and reduces the risk of data loss.

2. Data processing: The research data received are processed, possibly digitized and anonymized.
A comprehensible system of assigning file names and entering metadata makes it easier to find
the data later. The data must also be backed up.

3. Data analysis: After evaluating and interpreting the results, the data can be published. This is
usually done in the form of a publication.

4. Data archiving: For long-term archiving, suitable file formats must be used, an archive selected
and the associated metadata stored. Both archival and general data repositories are suitable for
archiving, which may also be subject to a charge depending on the provider.

5. Data access: In addition to the article, many scientific journals require the research data to
be published in a suitable repository. Therefore, access rights must be set for archived data.
Furthermore, the copyrights and the reusability of the data should be clearly defined.

6. Data reuse: Many data records allow re-examination under other aspects. This can be done by the
data creator as well as by other scientists. Both new results can be obtained (at this point the data
life cycle closes) and old findings can be checked and confirmed. Through an efficient exchange
and effective reuse of research data, support can be provided in order to make the research data
discoverable and interpretable as a scientific result and also to use it in teaching [13].

The mentioned steps of the research data cycle reveal an important effect of the RDMS [14]. While
research is currently being organized in projects that are characterized by a start and end point and are
thus self-contained, the systematic engagement with digital sources draws attention to the fact that
each individual project is part of a continuously progressing process of knowledge, in which results of
ongoing research are also the preparatory work for future research. In order to be able to master the
complex tasks in the interaction between research and RDMS, the collaboration of researchers with
experts from the fields of information science in the information infrastructure facilities on-site or at
the national and international level is necessary.

To sum up, good research needs a good database. With the advancing digitalization, the amount of
research data from science increases inflationary. This data is of outstanding value for interdisciplinary
research because it enables large-scale comparative evaluations and meta-analyzes. The responsible
and transparent handling of research data makes the scientific results reproducible and is therefore an
essential part of good scientific practice. The RDMS is committed to making research data findable,
accessible, interoperable, reusable (FAIR) and, whenever possible, openly accessible.

3. Data Quality—Success Factor of Research Institutions

The topic of data quality is becoming increasingly significant, especially in connection with the
increasing flood of data in research institutions. The increase in collected data and its sources presents
institutions with new and difficult challenges. The reason for this is not least the intention to combine
the collected data into a homogeneous amount, to put it in a logical context and, consequently, to be
able to evaluate and present it for research-related decisions. If this research data is incorrect, complete
or uniform, this can have considerable consequences for the institution. Poor data quality is not only
reflected in sales losses—it is not uncommon for additional costs or reputational losses to arise.

With the increasing amount of data and the number of internal and external source systems
(such as personal and project databases, publication databases, etc.), it becomes increasingly difficult to
meet the requirements for data acquisition and transformation processes. An increase in the amount
of data can lead to more quality errors, both with manually recorded data and with automated data
collection processes [15]. The type and number of users can also have an impact on data quality [15].
For example, if a facility relocates its business to the Internet and scientists and/or internal employees
can change their data in the research-internal databases via the web, the susceptibility to incorrect data
also increases. The research data basis is gaining new importance for institutions, their success and,
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in the long run, for the well-founded basis of profitable decisions. In reality, however, this trend shows
that there is a large deficit precisely with this research data basis. Universities and research institutions
are faced with the challenge of managing the growing volume of data technically and using it efficiently
in their business processes. The data collection, storage, management, use and evaluation are usually
very special and ideally oriented close to the business processes of the facility. The research landscape
results in a multivariate data processing culture that is difficult to generalize and standardize.

Numerous definitions of data quality are found in the existing literature. The definition of the
term data quality refers to its suitability to fulfill certain purposes. “Data that is suitable for a particular
use by data users” [16,17] are therefore considered. The suitability of the data for use is the focus of
the data quality approach by [18]. In the literature, the concept of the authors is one of the most
cited concepts for describing and evaluating data quality. It aims to identify characteristics of data
quality from the user’s perspective and is based on an empirical survey among IT users. The approach
assumes that the data user can best assess and evaluate data quality. The concept of fitness for use
applies [16].

In this paper, data quality, following the majority of the literature, is defined according to the
user-related approach. Accordingly, data is of high quality if it meets the needs of the user. That means,
however, also that data quality can only be assessed individually. Quality is a relative and not an
absolute property. The quality of the data can therefore only be assessed in relation to its respective use.
In the literature, in addition to the term data quality, one often also finds the term information quality.
Since the same topic is usually dealt with by both terms and so far, there is no uniform delimitation
of the terms data and information, it seems permitted to consider the terms as largely synonymous.
The term data quality is used in this paper.

The data quality refers to the quality of the data stored in an RDMS. High quality databases are
very important for achieving business goals. In order to achieve high data quality, the first question to
be asked is what a research institution wants to achieve with the research data collected. Research
success is largely based on reliable research data. However, research institutes often have no control
over their data volumes. Having the right technology is just one way to improve data quality in
RDMS. It is much more necessary to use the right methodology, because without methodology there is
no success. With data quality measures, research institutions are able to gradually and sustainably
improve the quality of their research data.

4. Bad Data—Its Emergence in RDMS

Conversely, from the definition of data quality, the following can be defined via bad data: bad
data or dirty data refers to data in a data storage system that does not meet the required data quality
requirements at a given point in time. Bad data can negatively affect decisions and have a negative
impact on results [5]. Good research data becomes dirty research data if it contains incorrect information
and thus falsifies reports or even generates serious errors in a system. These falsifications and errors
occur because the research data used:

• are not available if required (missing research data),
• contain incorrect, different or fuzzy information (incorrect or inaccurate research data),
• are in the wrong field (inappropriate research data),
• do not meet the target standard of the system (non-compliant research data),
• occur twice (double research data),
• bad and inconsistent formats contain insufficient entries (bad input of research data),
• or record research data in different languages, fonts or units of measurement in the RDMS.

The causes of bad data can be very different in nature. Just like the evaluation of data quality,
the statement about when research data are invalid is very complex and subjective. With an increase in
different users, user groups, systems and interfaces in the research process, the probability of bad data
occurring also increases. In addition to technical applications and processes, all users who process
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data generated in research institutions themselves can form a potential source of errors. In this case,
the cause can be, for example, employees of the facility or their researchers while recording research
data in the RDMS. The first errors can arise when collecting research data in the RDMS. If mistakes
are made while the data is being recorded, this can have a variety of negative effects. Typing errors,
misunderstandings or missing values are just a few examples of errors in the collection of research data.

From a technical point of view, there are a large number of errors. This can be incorrect article
keys and descriptions, author data as well as third-party funded project data, etc. These errors can be
found in RDMS using column checks. Typical inspections are:

• Zero values in the required columns
• Numerical values that fall below/exceed a threshold
• Column values that are unexpectedly long/short
• Compliance with required schemes or entries in input patterns
• Match a value from a list of incorrect values where a list of correct values would be too long
• Spelling errors
• etc.

For RDMS, high data quality is not only something that the operator desires, but one of the
main criteria that determine whether the project is successful and the statements made are correct.
The occurrence of incorrect research data not only influences the RDMS and thus partly directly on the
operational process, but can also have far-reaching latent consequences. This not only affects research
institutions where this incorrect research data occurs, but it can also occur if they already deal with
bad data.

The greatest monetary impact here is usually the cost of strategic wrong decisions by the
management due to incorrect data. The time required to validate and interpret inconsistent key figures
also falls into this category. The problem when planning solutions is then to decide which investments
to improve the data quality are worthwhile. So, one has to weigh costs against costs and have to find
out how budgets can be generated to improve data quality and what problems need to be considered
in the context of limited facility budgets. The following is a summary of the top reasons to answer the
question “why is it worth investing in data quality management?”:

1. Data in general is a fully-fledged asset that controls automation and should therefore
be maintained.

2. Reporting can be better interpreted if one knows what the quality of the information shown is.
3. Data quality problems can damage the image.
4. Only those who have their research data under control can effectively control their facility.
5. Data quality problems cause unnecessary rework during process execution.
6. Data quality problems cause prominent projects to fail.
7. Data quality problems annoy employees.
8. Data quality problems cause wrong decisions.

5. Dealing with Big Bad Research Data—Best Practice Framework

One of the most important points when dealing with integrated data sources, which were
previously heterogeneous and distributed, is the checking of errors. As already mentioned, errors or
bad research data can severely restrict the ability to analyze the data and lead to incorrect results that
ultimately allow wrong decisions or conclusions to be drawn. The correct handling of research data of
unknown quality is therefore extremely significant.

In this context, the RDMS should discover errors and be able to correct them. This process is
divided into two sub-processes: data profiling and data monitoring. During data profiling, domain
experts use tools to examine the database. Aids are provided by statistics such as maxima and minima
or frequency distributions of attribute values or zero values. Pattern recognition is also an important
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tool in profiling. With the help of pattern recognition, recurring orders or regularities in data can be
analyzed. For example, errors in orders such as the date of birth of the publication authors can be
recognized, since they always have the same typical patterns as (DD/MM/YYYY, YYYY-MM-DD, etc.).

Finally, the monitoring fulfills the aim of supervising the measures taken to correct errors or
eliminate error sources. The cleaning of faulty research data is referred to as data cleaning, data cleansing
or data scrubbing. This process is in turn divided into two sub-processes. In the first part, simple
errors that only affect individual data records are cleaned up. In the second phase, cross-tuple errors
are then considered and eliminated.

At the start of data cleaning, all data values are converted into standardized formats. This process
does not yet correct any errors, but it simplifies the further processing of the data and facilitates error
correction [19]. A format is defined for each attribute at the beginning of this step. To make it easier to
compare textual data, in many cases all letters are replaced by capital letters. Furthermore, textual data
can be freed from the first data errors by automatic spellchecks. The removal of stop words (“the”,
“it”, “and”, etc.) and the return of words to their basic form (stemming) increasingly simplifies the
ongoing work with text-based attributes. Ultimately, general abbreviations can still be replaced by
their full spelling.

Publication data is also reduced to standardized formats. Author names, titles, publishers and
page details, etc. usually consist of several components. An author’s name, for example, consists of
salutation, title, first name and last name, into which it can be broken down. Publication data also
consists of various components. In addition to the title and year, there are also volume, issue and pages.
These components must first be divided and then normalized as described above, so that, for example,
the abbreviation “Vol.” is written out for volume.

Ultimately, standard formats can be selected for information such as the date of birth of
the researchers or project amounts. For example, dates are changed from 07.07.07 to 07.07.2007.
Project amounts are converted into desired currency amounts based on the current exchange rate.
The conversion of data values into uniform dimensions is crucial for a uniform understanding.

A big problem in RDMS is missing values or outliers. Missing values can be individual values
(zero values), but entire tuples, partial relations or entire relations can also be missing. In all respects,
missing values are detrimental to the meaningfulness of the data if the special information of this data
is needed. Zero values can usually be found by manually or automatically checking the amount of
data. Incomplete data value distributions that suggest missing partial relations can be determined
using profiling tools [20].

Missing numerical values are often supplemented with imputation. Imputation cannot establish
actual value. Rather, the statistical analysis of other values allows imputation for drawing a conclusion
about the approximate data value. This is done, for example, by calculating the average values of
related entries or by using far more complex techniques using data relationships. A far more secure
tool for adding missing values is the use of reference tables. These help in checking publication data,
third-party funded project data, financial data and addresses of employees in institutions with their
telephone numbers or bank details. In addition to adding missing values, reference lists can also be
used to check the consistency of the other data, e.g., reference tables for third-party funded project data
contain lists of all project names, project start, project end and year.

If the information has consistency problems or is incomplete, it can be corrected or completed using
the information in the reference table. With regard to the address data of the authors, geocoding/reverse
geocoding offers an alternative to the reference list. Using a geocoding web API, companies such as
Google make their geographical database available in order to draw conclusions about the locations
of customers or companies. For this, geographic and statistical data of the environment are used to
compensate for insufficient address information or to limit or even determine the possible location.

A crucial point is the elimination of possible duplicates that can occur when merging heterogeneous
data sets. To do this, two tasks must be performed so that duplicates can be reliably removed. First,
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duplicates must be recognized as such, and in the second step for merging the multiple entries,
inconsistencies between the duplicates must be recognized and corrected.

Dealing with the bad research data in RDMS has shown that no data set is excluded from errors
and negligence in data storage or human error when creating data sets leads to a potential for errors.
It was also explained that heterogeneity must be considered before the possible integration of research
data. For these reasons, a clear, structured procedure is necessary in order to clean research data in
RDMS from disruptive factors and to raise it to the highest possible data quality level.

In order to achieve the highest possible data quality when integrating research data into RDMS,
a framework is now displayed as a flow chart (see Figure 2) and shows the main points of the basic
steps for data preparation of the research data. Frameworks are based on already known methods of
processing data for use in databases. In addition, the developed framework tries to specify a clearly
structured workflow of research data with the unknown format and data quality measure for integrable
input data that have a format conforming to the target system.
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Figure 2. Framework for the elimination of bad research data.

In the progress graph, the framework can be described by four work processes for the
homogenization and error correction of research data. These four work processes are grouped
into two rough sub-processes. First of all, the elimination of heterogeneity so that the research data is
subsequently available in a uniform form, which makes it easier to apply error correction processes to
the data. In addition, the research data can only be integrated into the target system (RDMS) in an
adapted form. The second sub-process, which includes the structural analysis, integrity conditions



Big Data Cogn. Comput. 2020, 4, 29 10 of 11

and data cleansing work processes, is used to find and eliminate errors so that the input data, which
were previously of unknown quality, are brought into the most ideally usable data quality.

6. Conclusions

The aim of this paper was to introduce the importance of data quality in RDMS to the reader
and to examine the handling of incorrect research data in the process of data quality management
(the data quality check) and to demonstrate approaches. It becomes clear that data quality is becoming
increasingly important in connection with research-related decisions. The level of data quality is
increasingly a major component of economic success. Faulty, inaccurate and missing research data thus
have a direct impact on the usability of the research data. It also shows that data quality in the facility
cannot only be defined by the quality and amount of reactive measures and systems. The topic of data
quality is not new territory for universities and research institutes and is nevertheless mostly perceived
only as an annoying addition to large data and is therefore usually treated as an annoying consequence.
Poor data quality not only creates technical errors, but can have far more far-reaching consequences.

With the help of the developed framework for the treatment of bad research data in the RDMS,
incoming amounts of data can be filtered as a preventive measure. The framework offers the possibility
of minimizing reactive measures through automated checks in order to create the scope for the actually
required more in-depth data quality measures.

In conclusion, it can be stated that data quality cannot be treated thoughtlessly and, as described,
should be consolidated in the overall strategy of the research institution. In order to avoid the mostly
cost-intensive reactive measures, a holistic data quality management process is required. This makes
it possible to introduce quality into scientific institutions as an overall goal for research data and to
guarantee it permanently.

Work based on this paper could further improve the data cleansing model through new approaches
in order to also correct the previously unsolved data errors. One possibility would be to use fuzzy
logic algorithms to improve the detection of bad research data (such as duplicates).
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