
Citation: Berros, N.; El Mendili, F.;

Filaly, Y.; El Bouzekri El Idrissi, Y.

Enhancing Digital Health Services

with Big Data Analytics. Big Data

Cogn. Comput. 2023, 7, 64. https://

doi.org/10.3390/bdcc7020064

Academic Editors: Domenico Talia

and Fabrizio Marozzo

Received: 13 February 2023

Revised: 9 March 2023

Accepted: 16 March 2023

Published: 30 March 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

big data and 
cognitive computing

Review

Enhancing Digital Health Services with Big Data Analytics
Nisrine Berros 1,* , Fatna El Mendili 2, Youness Filaly 1 and Younes El Bouzekri El Idrissi 1

1 Engineering Sciences Laboratory, National School of Applied Sciences, Ibn Tofail University,
Kenitra 14000, Morocco

2 Image Laboratory, School of Technology, Moulay Ismail University, Meknes 50050, Morocco
* Correspondence: nisrine.berros@uit.ac.ma

Abstract: Medicine is constantly generating new imaging data, including data from basic research,
clinical research, and epidemiology, from health administration and insurance organizations, public
health services, and non-conventional data sources such as social media, Internet applications, etc.
Healthcare professionals have gained from the integration of big data in many ways, including
new tools for decision support, improved clinical research methodologies, treatment efficacy, and
personalized care. Finally, there are significant advantages in saving resources and reallocating them
to increase productivity and rationalization. In this paper, we will explore how big data can be
applied to the field of digital health. We will explain the features of health data, its particularities,
and the tools available to use it. In addition, a particular focus is placed on the latest research work
that addresses big data analysis in the health domain, as well as the technical and organizational
challenges that have been discussed. Finally, we propose a general strategy for medical organizations
looking to adopt or leverage big data analytics. Through this study, healthcare organizations and
institutions considering the use of big data analytics technology, as well as those already using it,
can gain a thorough and comprehensive understanding of the potential use, effective targeting, and
expected impact.
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1. Introduction

The health sector has always generated a large amount of data due to the increased
record-keeping needs in the context of patient care [1]. Much of this available and partic-
ularly valuable data are in a semi-structured or unstructured form. Further, its diverse
and dynamic nature makes it challenging to extract valuable insights through the use of
traditional analytical methods [2]. Thus, big data in the field of health is an important
issue, not only because of its enormous volume but also because of its diversity and how
quickly it can be managed [3]. The human capacity to process this data is limited, making
effective decision support necessary. Due to this, big data analytics must be integrated
into the health industry. Big data analytics has the capability to examine a diverse set of
intricate data and generate valuable information that would otherwise be unobtainable. In
the healthcare field, it can not only detect emerging trends but also enhance the quality of
healthcare, decrease costs, and facilitate prompt decision-making [4]. As stated in the McK-
insey International Institute report, if big data are harnessed and used effectively, the U.S.
healthcare system value will be saved more than $300 billion annually, with approximately
two-thirds of that amount coming from a reduction in healthcare costs of around 8%. By
making use of big data technology and the automated analysis of the results, it is possible
for useful information to emerge that until recently has remained in obscurity. The ability
of big data analytics to recognize the heterogeneity of diseases allows not only a timely
diagnosis but also for the evaluation of existing treatments [5,6]. Big data analytics can turn
large amounts of continuous data into actionable insights by analyzing and connecting
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information from multiple sources. This capability to provide this kind of insight is espe-
cially crucial, particularly in emergency medical situations, as it can greatly determine the
outcome of a patient’s life or death [7]. We have seen during the coronavirus pandemic the
usefulness of medical data and how such information can be helpful in the management of
health crises during a pandemic. Health organizations must seriously consider integrating
the technological tools required to treat this massive amount of data that has the potential
to save lives. The digitization of clinical examinations and medical records in healthcare
systems has become a widespread and accepted norm since the development of computer
systems and their potential [8].

1.1. Motivation

The main contribution of this article is to give an analytical insight into the use of big
data analytics in medical institutions. This paper aims to understand how big data are
applied in the field of digital health services, to present the available tools and applications,
describe the most important actions and research work, as well as the technical and or-
ganizational challenges that arise. Healthcare organizations and institutions considering
implementing big data analytics technology, as well as those already using it, have the
opportunity through this study to gain a comprehensive and detailed understanding of its
potential for use, effective targeting, expected impact, and the challenges they will face.

1.2. Research Methodology

For this review, we focused on exploring major questions related to big data analytics
in healthcare. We conducted a thorough search of the literature articles indexed in Scopus,
Web of Science, Science Direct, and other reputable databases. We used a combination of
keywords and Boolean operators to refine our search, including terms related to big data
analytics, healthcare, and data analysis. We selected articles based on their relevance to
our research question, as well as their citation count and impact factor. Using Zotero, a
reference management tool, we organized the selected articles and made notes on their
content and findings. We also reviewed relevant conference proceedings to ensure the
comprehensive coverage of the topic. By conducting a thorough review of the literature,
we aimed to provide a comprehensive overview of the current state of knowledge on big
data analytics in healthcare. Figure 1 presents the research methodology used.

1.3. Paper Organization

This review paper will be organized as follows: first, in the introduction, we present
our motivations and work related to the topic. Then, the concept of using big data in
health will be discussed. The second part focuses specifically on the features and sources
most commonly used for big data analysis in healthcare. Additionally, instances of the
classification of analytics in medicine are provided. Then, in Part 3, an overview of machine
learning techniques and their uses in medicine are presented. The big data technology
stack in healthcare is presented in Part 4. In Part 5, different technical and organizational
challenges in healthcare are discussed and analyzed.In part 6 a Proposed Strategy for
Implementing Big Data Analytics in Healthcare is presented.The final part of the paper is
the conclusion, where will summarize and draw final insights (Figure 2).
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Figure 1. Research methodology followed.

Figure 2. Topics covered in this article.

1.4. Existing Surveys

There are many studies in the literature that show the potential big data analytics can
offer to medical organizations and what type of data can be analyzed. However, very few
studies have shown how data analysis technology is performed in the healthcare sector
and what the major organizational challenges are that an organization willing to integrate
big data into their system may face. Table 1 presents a summary of the key related reviews,
including a description of each review’s contribution and the topic covered. A comparison
of our work to the others is provided at the bottom of the table.
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Table 1. An overview of the related work.

ID Reference Year Overview

1 [9] 2015

This survey examines the utilization of big data in healthcare and explores the benefits it can
bring to the healthcare industry. It delves into the various data sources that should be utilized
and brought together for analysis. Numerous difficulties with big healthcare data are
also addressed.

2 [10] 2016
This paper addresses both the difficulties and potential of big data in the medical industry,
including the pipeline for processing it. It also presents a variety of machine-learning techniques
for mining and analyzing data.

3 [11] 2018

This paper gives an in-depth look at the technologies and techniques used to create analytical
applications in healthcare. It examines the progression of healthcare big data and the data mining
algorithms used, including their general usage and specific applications in healthcare.
Additionally, it covers the essential platforms and technologies needed for a successful health
analytics solution.

4 [12] 2019
This paper discusses the significant impacts of big data on various medical actors and healthcare
providers, as well as the difficulties in utilizing all of this big data and the applications that are
already accessible.

5 [13] 2019

In this article, the authors investigate the various technologies, tools, and applications used for
data integration in healthcare. They also address the current difficulties encountered when
integrating large amounts of healthcare data and explore potential future research opportunities
in this field.

6 [14] 2020

This paper covers technological advances and advancements in big data analytics in healthcare
as well as infrastructure, artificial intelligence (AI), and cloud computing. In addition, it also
explores the primary techniques, frameworks, and resources for big healthcare data analytics in
medical engineering.

7 [15] 2020

This paper provides an overview of big data analytics systems used in healthcare and highlights
the various algorithms, techniques, and tools that can be implemented in cloud, wireless, and
internet of things environments. The authors propose the concept of SmartHealth as a way to
bring all these platforms together and have a unified standard learning healthcare system for
the future.

8 [16] 2021

This study places particular emphasis on applications of big data analytics for the healthcare
field, especially NoSQL databases. The authors also propose a BDA architecture dubbed
Med-BDA for the healthcare industry to address BDA’s issues in this field. They also present
strategies to make their proposals successful, and the authors in this article also make a
comparison with the literature to justify the importance of their work.

9 [17] 2021

This article discusses the use of ML, big data, and blockchain technology in medicine, healthcare,
public health surveillance, and case prediction during the COVID-19 pandemic and other
epidemics. It also covers potential challenges for medical professionals and health technologists
in creating future-oriented models to enhance human life.

10 [5] 2022 This paper examines the fundamental concepts of big data, its management, analysis, and
potential applications, specifically in the field of health.

11 [8] 2022
The primary objective of this paper is to gather and categorize the utilization of big data from
various perspectives and to provide a comprehensive analysis of the application of big data
analytics within medical institutions in Poland.

12 [18] 2022

This study examines the literature on big data applications in the context of the COVID-19
pandemic, specifically focusing on their use in four key industries, including healthcare. By
comparing the utilization of big data applications before and during the pandemic, the paper
provides an overview of the current significance of big data in the COVID-19 era and how these
applications align with relevant big data analytics models.

13 [4] 2022

This survey explores the utilization of big data (BD) in the fields of pharmacy, pharmacology, and
toxicology. It examines how researchers have employed BD to address issues and discover
solutions. The survey uses a comparative analysis to examine the application of big data in these
three domains.
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1.5. Current Survey

Our study provides a comprehensive and in-depth examination of the utilization of
big data analytics in medical institutions. Unlike other surveys on the subject, we not only
present a summary of the available tools and applications but also delve deeper into the
key actions and research efforts being undertaken in this field. Additionally, we address the
technical and organizational challenges that arise when implementing big data analytics
in digital health services. In the end, we offer a simple strategy that can be adopted by
organizations that want to integrate big data analytics based on the best practice in the
field of healthcare. The goal of this study was to provide healthcare organizations and
institutions with a clear understanding of the potential use, effective targeting, and expected
impact of big data analytics technology, thus helping them make informed decisions about
its implementation.

2. Big Data Concepts in the Health Field

Big data are generally viewed as a set of data that are too large or too heterogeneous
and complex in structure to be handled by traditional data processing software. Big data
challenges include collecting, storing, analyzing, transferring, sharing, and visualizing
the information it contains. Scientists, entrepreneurs, and medical professionals are often
required to use data from a range of sources, including big data from the international
literature, the Internet, medical records, patient registries, and even ‘smart’ devices.

2.1. Features of Big Data in Healthcare

• Volume

In digital health, the increase in the amount of data is a result of both the digitization of
already available data and the creation of new data formats. The volume of data available
consists of personal medical records, radiology and fluoroscopy images, clinical trials,
surveys, demographic data, human genomes, genetic sequences, etc. The exponential
rise in data in the healthcare industry is due to the integration of new types of big data,
including three-dimensional images, biological data, and data from sensor technologies.
To handle the large volumes of healthcare data, for example, authors in [19] have used
natural language processing (NLP) techniques to extract meaningful information from
clinical notes in EHRs for complementary and integrative health (CIH). By automating the
extraction of CIH information, this research can address the challenge of dealing with the
volume of unstructured data in EHRs.

• Variety

Traditionally, the vast majority of data available in healthcare have been unstructured
data, such as medical records and handwritten notes from medical and nursing staff
describing symptoms, indications, behavior, medical images, etc. Of course, there has
been an upsurge in structured data in recent years, such as electronic drug prescribing
information, quantitative data on an instrument and test measurements, and general data
that are attempted to be recorded in a single structure so that they can be used as a basis for
data analysis. In addition to the data that are obviously recorded, data from new sources,
such as wellness devices that record patients’ pulse or sleep time, social networks, and
genomic research, the use of different data sources allows for the obtaining of faster and
more reliable results. In the study [20], the authors demonstrate how monitoring social
media conversations related to vaccines can address the various problems of big data by
providing a way to organize and make sense of a large amount of unstructured social
media data.

• Velocity

In healthcare, most data traditionally come from static sources, such as X-rays, hospital
documents, patient records, health logs, etc. In some applications, however, it is necessary
to process and use the data in real-time, for example, to monitor blood pressure and heart
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function during surgery [21]. There are also cases where data processing is necessary at a
relatively slower pace, such as the daily determination of glucose levels in diabetics [22].
Another example is information about a known disease, which develops at a much slower
rate in terms of percentage compared to a new epidemic that is developing. In the latter
case, the data arrive at a high rate and are “new” information. It is imperative to quickly
process this information in order to resolve the matter in a timely manner. To analyze
healthcare data in real-time or near real-time, researchers have proposed the use of big data
analytics to develop predictive models that can detect and respond to health emergencies.
For example, using machine learning algorithms to predict the outbreak of infectious
disease and monitor the spread of the disease in real-time [23].

• Veracity

There are several similarities between the study of data reliability in financial transac-
tions and healthcare: the accuracy of patient data, correctly filling in hospital or clinic fields,
patient insurance, linkage to bank accounts, the recording of payment amounts, etc. [3]. Of
course, in the health sector, there are data that are not observed in other sectors, such as
information about a diagnosis, treatment, administration of medication, care, and any other
information deemed necessary to be recorded. The validity of these data is, in any case,
as important as the data mentioned above. Ensuring the accuracy of big data is critical in
healthcare to prevent medical errors, incorrect diagnoses, and treatment decisions. To ad-
dress this issue, various techniques such as data cleaning, data validation, data integration,
and normalization are used to ensure that the data are reliable and consistent.

• Value

The cost of healthcare is unsustainable and constantly rising. However, the multiple
benefits offered by the use and exploitation of big data in healthcare are far more numerous.
For example, in the study [24], the authors developed machine learning algorithms to
predict hospital readmissions and reduce healthcare costs. The algorithms were able to
accurately predict readmissions, and healthcare providers were able to intervene early and
provide targeted interventions to reduce the risk of readmission.

The following figure, Figure 3, illustrates the 5 Vs of big data in the healthcare sector.

Figure 3. Big data characteristics in the healthcare sector.

2.2. Data Sources

For the healthcare sector, relevant data are needed to build systems that have a positive
impact on the health and well-being of individuals. In this section, we introduce three data
sources and analyze how each can be leveraged through concrete examples.

• Electronic Health Records
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Electronic patient records are a source of an enormous amount of data containing
information about the social, demographic, medical, and health aspects of the patient’s
health. However, without reliable decision support, the human brain can only process
a certain amount of information. In order to develop real-time knowledge and support
systems that are preventive, predictive, and diagnostic in the healthcare industry, it is
important to have an infrastructure that is constantly updated. Computational models are
required to assist medical professionals in data organization, pattern recognition, and result
interpretation [25]. the following table shows some of the possible data that an electronic
medical record may contain, as well as their data type (Table 2).

Table 2. Possible content of an electronic medical record.

Data Format of Representation

First and Last Name Text
Gender Code

Date of birth Date
Clinical notes Text

Laboratory tests, X-ray tests Code/Number
Radiological examinations Image/Signal

Medications Number/code/Text
Vaccines Code

• Social networks

The resurgence of communication via social networks is one of the most important fac-
tors in the dramatic evolution of healthcare. According to a recent estimate, approximately
one billion tweets have been exchanged, illustrating the depth of communication between
organizations, patients, and providers. Social networks now offer researchers new ways to
reach out to patients and include them in their research. One such project is TuAnalyze, a
collaboration between TuDiabetes1 and Boston Children’s Hospital that allows diabetics to
track, assess, and share their findings while actively participating in diabetes research [26].
Without a doubt, one of the most intriguing applications of data analytics is its ability to
predict and monitor significant epidemics for the benefit of public health. Predictions of
major health outcomes, such as an exacerbation of asthma attacks, can be improved by
combining social network analysis with environmental data. Specifically, Google searches,
Twitter activity, and air quality data can be used to estimate the number of daily emergency
room admissions for an asthma event [27]. According to a study published in [28], there
was a rise in tweets discussing the situation in Nigeria at least three days before the Ebola
outbreak was brought to public attention and seven days before the Centers for Disease
Control issued an official alert. As a result, many researchers are now harnessing social
media’s potential to advance global awareness and improve health.

• Internet of Things

Millions of people use devices to monitor various aspects of their health behavior.
These devices can monitor things such as heart rate, mobility, sleep quality, and blood
sugar quality. The recorded data can be used to detect any danger and alert a physician,
depending on the service offered by the device, all in real-time [29]. Due to advances in
technology, particularly sensor technology, there is a growing interest in wearable and
implantable sensors. These technological advances have made continuous and multimodal
sensing possible. Simultaneously, advances in sensor miniaturization, noise reduction, and
microelectronics development have increased the flexibility and reliability of implantable
sensors [30].

2.3. Healthcare Big Data Analytics Classification

Several types of big data analytics are used in the healthcare industry (Figure 4),
including descriptive analytics, diagnostic analytics, and predictive and prescriptive an-
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alytics [18]. In this section, we discuss the specifics of each type of analysis and how it
manifests itself in the healthcare field.

Figure 4. Classification of big data analytics in healthcare.

(a) Descriptive Analytics

Descriptive analytics consists of the description of the existing situation and helps to
outline the picture of past performance on the basis of historical data and through the use of
business intelligence and data mining. To perform this level of analysis, various techniques
are used [31]. Descriptive analysis, known as unsupervised learning, among other things,
summarizes what happens in the management of health services and what effect does a
parameter have on the system? Descriptive analysis is the simplest level of understanding
and use. It is a simple description of the data, with no further analysis, exploration, or
analysis. The descriptive analysis defines, characterizes, aggregates, and classifies data
in order to provide health practitioners with useful information for understanding and
analyzing decisions, performance, and consequences. For example, this includes discharge
rates, the average length of stay, and other relevant metrics for hospitals.

(b) Diagnostic Analytics

Diagnostic analytics seeks to explain why certain events occurred and what factors
contributed to them. For example, diagnostic analytics attempts to understand the reasons
behind the frequent readmissions of some patients [32] using various methods such as
clustering and decision trees. To find the source of an issue and help people understand
its nature and impact, an extensive examination and guided analysis of the existing data
utilizing tools such as imaging techniques are required [33]. This may include the ability
to understand the effects of system inputs and processes on performance. For instance,
there are a number of significant factors, such as patient, provider, or organization-related
issues, that may contribute to longer wait times for the provision of some healthcare
services [34,35].

(c) Predictive Analytics

Predictive analytics reflect the ability to predict future events while assisting in the
identification of trends and identifying potential uncertain outcomes; for example, it may be
asked to predict whether or not a patient will develop complications. Predictive models are
often constructed using machine learning techniques. Predictive analytics use massive data
sets to improve customer experience, improving results compared to conventional business
strategies [7]. They are used to analyze large volumes of data, as well as unstructured
data, which produce the results to predict future developments. From an information
science perspective, predicting future developments based on current data sets is a difficult
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issue. Business intelligence programs of this kind help to calculate data streams on a larger
scale, including social media content, shopping experiences, users’ daily activities, and
surveys [36]. For example, a pharmacist may need to know how much of a medicinal
preparation to keep in stock in the inventory in anticipation of an outbreak of an epidemic.
A doctor may also need to predict certain clinical events, such as the length of a patient’s
stay, the possibility that a patient will choose to undergo surgery, or the possibility that a
patient will have complications or even die [4].

(d) Prescriptive Analytics

Decisions in the prescriptive analysis must be based on a wide range of practical
alternatives, which can enable decision-makers in an organization to diagnose emerging
opportunities or problems and recommend the best course of action to capitalize on the
analysis provided in time while also taking into account the consequences and expected
outcomes of decisions [37]. This analysis method automatically synthesizes Big Data and
provides insights into a large number of possible outcomes before an analysis is performed.
This information can be used by the decision-maker to support their actions. Prescriptive
analytics give advice on what should be performed, what the best outcome will be, and
how they can obtain it.

3. Artificial Intelligence in Medical Field

The use of artificial intelligence in medical research has the potential to lead to ex-
tremely sophisticated e-Health [38]. Machine learning (ML) is recognized as one of the most
important scientific fields that can be integrated into the processes of diagnosis, prognosis,
and even the treatment of diseases with the help of clinical decision support systems [39].
Another point about using machine learning techniques in healthcare is the elimination of
human involvement to some degree, which reduces the likelihood of human error. This
is particularly relevant when processing automation tasks; tedious routine work is where
humans make the most errors [17]. In contrast, deep learning is a subfield of machine learn-
ing, which is a more sophisticated method that enables computers to automatically extract,
analyze, and grasp relevant information from unstructured data by mimicking human
thinking and learning [40]. Due to the volume of data generated for each patient, machine
learning techniques have enormous potential in the healthcare field. The algorithms listed
below are commonly used in health informatics.

• K-Nearest Neighbor Algorithm

We can define the k-nearest neighbor (k-NN) technique as a non-parametric algorithm,
which means that the data set determines the model’s structure. This is the reason why it is
widely used; it does not rely on theoretical mathematical assumptions [41]. It also belongs
to so-called “lazy” algorithms, which means that it does not need to learn or train all the
data used in the prediction phase, and all the data can be used for the “test” phase. As a
result, data learning is faster, and prediction is slower and more expensive and is thus more
time and memory-consuming.

• Support Vector Machines (SVM)

Support vector machines, or SVMs, are a group of techniques used in classification
and regression. They belong to a family of generalized linear classifiers. SVM is a practical
method for classifying data. Typically, training and testing data for a classification task
comprise certain data instances. Each instance in the training set includes a goal value
and a number of other attributes. SVM classification is an example of fully supervised
learning. Known labels aid in determining whether or not a system is on the right track [42].
According to [43], the SVM classifier has superior performance compared to other classifiers
based on machine learning. Arrhythmic beat classification is used for anomaly detection in
the electrocardiogram. The following figure (Figure 5) depicts a Support Vector Machine
(SVM) model in two dimensions.
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Figure 5. SVM model in two dimensions.

• K-Means Clustering Techniques

It has been demonstrated that data clustering is a useful technique for identifying
structures in medical datasets. The k-means partitioning algorithm is one of the most
popular and widely used clustering algorithms, and it belongs to a larger class of learning
techniques that do not require unsupervised learning [44]. Clustering a dataset using
k-means is simple. The fundamental idea is to find k centroids, one for each cluster, and
link each element to the closest centroid, as long as the number (k) of clusters (groups) to
be formed is predetermined.

• Artificial Neural Networks

Artificial neural networks streamline representations of the brains of living things,
particularly humans. Their functions and the structure of biological neural networks are
similar to those of biological neurons in the brain. They attempt to combine the function of
the human brain with a strictly abstract mathematical way of thinking, thus distinguishing
artificial intelligence from biology and the classical function of computers [45]. Figure 6
depicts the fundamental structure of the algorithm.
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However, scientists, with the source inspired by the structure of the biological neuron,
have managed to create an equivalent model of the so-called artificial neuron. A biological
neuron receives input signals in the form of electrical impulses in its dendrites, processes
them, and then transmits them to neighboring neurons via the axis and synapses. The
primary goal of using artificial neural networks is to solve specific problems or to work
autonomously in certain processes, such as image recognition. The issue of opacity in
artificial neural networks is of critical concern, especially in safety-critical applications
where the ability to comprehend and interpret decisions is paramount. Due to the black-
box nature of neural networks, it can be challenging to identify potential sources of error
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or bias, hindering our understanding of the underlying mechanisms behind decisions.
While generating explanations or using more interpretable models have been proposed
to address this issue, they may reduce accuracy or increase complexity. Therefore, it is
essential for researchers and practitioners to weigh the trade-offs that are involved in
using neural networks in safety-critical contexts and ensure that their use is justifiable and
appropriately evaluated.

• Application of Machine Learning in Healthcare

There has been a considerable amount of research in recent publications to diagnose,
predict or identify diseases. Nowadays, a variety of diseases are extensively diagnosed
using different machine learning (ML) algorithms because of improvements in process-
ing power and substantial studies on the subject [46]. The authors in [47] proposed a
computational approach that relies on the SVM algorithm to predict Alzheimer’s disease
by utilizing gene and protein sequencing information. According to the obtained results
in their research, the accuracy of their technique for Alzheimer’s disease detection was
85.7%. U. Ahmed et al. [48] designed a framework consisting of two types of models: an
SVM model and an ANN model. In order to predict if a patient has diabetes or not, these
models examine the dataset to identify if a diabetes diagnosis is positive or negative. The
prediction accuracy of their suggested fused technique was 94.87%. S. Thapa et al. [46]
suggested a method for detecting Parkinson’s disease patients based on feature selection
and support vector machines. Based on the experiment’s findings, TSVM can be a better
classifier for a problem involving binary classifications such as Parkinson’s disease delin-
eation. To track the characteristics of brain tumors and improve detection efficiency, the
authors in [49] developed a convolutional neural network-based model and MRI detection
technology. This research model’s main function is to segment and recognize MRIs: it
employs a convolutional layer to improve recognition efficiency. Zheng et al. [50] used
fusion k-means and SVMs to identify breast cancer. K-means were used in the experiment
to identify the different hidden patterns of cancerous and benign tumors. H. K. van der
Burgh et al. [51] merged clinical information from individuals with amyotrophic lateral
sclerosis (a condition that results in the loss of neurons that regulate voluntary muscles)
with MRI pictures. By using deep neural networks and this data, scientists were able
to predict survivorship. M. Ghiasi et al. [52] designed a model dubbed the classification
and regression tree (CART) model to detect coronary heart disease based on a decision
tree learning algorithm. When compared to the reported targets, the results of the CART
models showed the highest possible accuracy for coronary heart disease diagnosis (100%).
D. Brinati et al. [53] created an interactive decision tree model to help clinicians identify
COVID-19-positive patients using blood test analysis and machine learning instead of a
PCR test. Their research demonstrated the feasibility and utility of using the latter two tools
as an alternative to polymerase chain reaction (PCR) testing. While authors in [54] built
a system based on the electronic medical record to help doctors categorize and prioritize
patients in the emergency department, their system uses image data transformation as an
input and a convolutional neural network algorithm as a classifier, to select patients who
should go to the emergency department. The model presents a good performance of 0.86%.

In summary, Table 3 depicts in detail the applications of different machine learning
techniques in healthcare analytics.

As shown in Table 3, machine learning methods can be used for a variety of applica-
tions, such as disease diagnosis, patient risk stratification, drug discovery, and resource
optimization. The choice of algorithm depends on the specific use case and the type of data
being analyzed. Some algorithms, such as logistic regression and decision trees, are well-
suited for binary classification tasks, while others, such as clustering and neural networks,
can be used for unsupervised learning and more complex tasks. While machine learning
algorithms can be powerful tools for healthcare analysis, it is important to consider their
limitations and potential biases. Machine learning algorithms should be validated and
tested to ensure their accuracy and reliability in real-world healthcare settings.
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Table 3. Recent uses of machine learning in the healthcare field.

Application of Machine Learning in Medicine
Year Context of Research Technique Used

2020 Using various data balancing techniques to improve liver disease prediction [55]
Random Forest2019 Predicting Opioid Use Disorder [56]

2018 Prediction of osteoarthritis disease [57]
2022 Prediction of Coronary Artery Disease and Acute Coronary Syndrome [58]

Ensemble Learning2020 Neurological disease prediction [59]
2020 Prediction of heart disease risk [60]
2022 A Gene Prediction Function for Type 2 Diabetes Mellitus [61]

Logistic regression2020 Prediction of graft dysfunction in pediatric liver transplantation [62]
2020 Diabetes Progression Index Score Prediction [63]
2022 Clinical Diagnosis of Alzheimer’s Disease [64]

Support vector Machines2021 Classification of MRI images of brain tumors [65]
2021 Early Alzheimer’s Disease Detection Using Blood Plasma Proteins [66]
2019 Breast Cancer Detection Using the Decision Tree [67]

Decision trees2019 Predicting breast cancer survivability [68]
2020 Liver Diseases Prediction using KNN [69]

K nearest Neighbors2018 Lower Back Pain Classification [70]
2018 Heart disease diagnosis [71]
2021 Prediction of cardiovascular disease via anomaly detection based on grouping [72]

K-means2021 Estimated number of confirmed COVID-19 cases [73]
2017 Dengue fever forecast [74]
2022 Recognizing human activity from sensor data [75]

Neural Networks2019 Classify lesions in optical tomographic images of breast masses [76]
2017 Automatic identification of nasopharyngeal carcinoma [77]

The capacity of researchers is greatly facilitated by open access to epidemiological,
management, and clinical data in the health sector, which should help increase the volume
of data and improve the quality of scientific research, as well as the scientific reach of
institutions and the research community. In fact, the dominant trend in healthcare, which
promises the most significant innovations, is that of data-driven patient care. Recording
and collating all a patient’s information provides a more accurate picture of the care
being performed and, in general, of population health management. It can also reduce
inappropriate drug prescriptions and, in many cases, save lives.

4. Big Data Technology Stack in Healthcare

Once the fundamental issues regarding the use, collection, and management of big
data in healthcare have been understood, it is appropriate to explore the tools provided
by technology for data use. As is almost always the case in areas of software use, there
is also in the use of big data the possibility of choosing between the use of open-source
software and commercial solutions, which require the use of financial resources. The chosen
platform must, in any case, manage data entry, processing, storage, and retrieval, as well as
provide data analysis capabilities. This section presents the main options available.

4.1. Infrastructure and Virtualization

To be able to store and process huge amounts of health data efficiently, hardware
resources ranging from highly scalable storage systems to computing resources for data
centers, and HPC systems are required. For this purpose, there are three subareas: cloud
and grid solutions, data centers and HPC systems [78]. Cloud solutions provide the user
with the illusion of virtually infinite computing and storage resources and thus allow
companies and researchers to easily acquire them. Cloud solutions hide the details of the
proposed hardware and rely on technologies for implementing large data centers. Data
centers are needed for building cloud infrastructures as well as for in-house companies
to provide computing and storage resources. For data centers, commodity hardware is
primarily used to scale horizontally in a cost-effective manner.
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4.1.1. Apache Hadoop

Hadoop [79] is an open framework based on a distributed system that stores and
processes very large computational clusters on core architecture and is reinforced by three
primary elements, as shown in Figure 7.

Figure 7. The structure of apache Hadoop.

The core of Hadoop consists of a storage component called HDFS, a distributed file
system, a processing component based on the map-reduce model, and a resource manager
called YARN, “Yet Another Resource Negotiator” [80]. Hadoop splits the data into large
blocks and distributes them among the diverse compute nodes that make up the computing
system. It then transfers the code for execution to the nodes so that parallels, i.e., the
simultaneous processing of data, can take place on those nodes [81]. In essence, the location
property of the data is exploited, and nodes manage the individual data to which they
have access. Finally, it should be noted that while the basic structure of Hadoop consists
of the elements already mentioned, Apache extensions are often used to enrich Hadoop’s
capabilities, depending on the situation, with the most important ones being Apache Spark,
Apache Storm, Apache Flink, Apache Hive, Apache HBase, Apache Flume, Apache Sqoop,
and Apache Pig. Hadoop could potentially be employed to develop medical analytics
solutions. However, as previously stated, it is a batch big data platform that fails to fully
capitalize on the potential of real-time emergencies [11].

4.1.2. Apache Spark

Spark was created after Hadoop and provides the developer with an interface focused
on a data structure known as a “Resilient Distributed Dataset” (RDD) that is intended to be
a collection of objects distributed across a set of compute nodes, which provide efficient
hardware failure management [82]. On the other hand, Spark provides the capacity to
perform computations in shared memory, where the speed is significantly higher than on a
disk. In this way, it becomes possible to implement iterative algorithms that access data
multiple times on each iteration, without this coming at the expense of computational time,
since the data access time in memory is faster and “closer” to the processor of the compute
nodes. Apache Spark, in addition to the way it handles big data, offers the following key
extensions [83]:

• Spark SQL: allows queries to be performed on data using SQL in conjunction with the
Java, Scala, Python, and R programming languages.

• Spark Streaming: allows for the processing of streaming data, i.e., data that enters
the system while calculations are already underway on the previous data. This
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feature is very important because in Hadoop, new data cannot be preprocessed during
processing, but the entire data set must be available when a MapReduce process is
started. Java, Scala, and Python programming languages are supported.

• MLlib: This is a machine learning library that allows this type of algorithm to run up
to 100 times faster than Hadoop.

• GraphX: Provides an API (application programming interface) for graphical data,
allowing for productive computations using iterative algorithms.

Figure 8 shows the components of Apache Spark.

Figure 8. Apache Spark components.

Apache Spark can collect data from a variety of health data sources. It can handle
large amounts of structured, semi-structured, and unstructured healthcare data, such
as electronic health records (EHRs), diagnostic images, and genetic information. It can
also preprocess, clean, and transform the data into a format suitable for analysis. Spark
streaming components such as MLib can be employed to analyze healthcare data in real
time, which is produced by wearable health devices [84]. The data consists of crucial health
metrics such as weight, blood pressure, respiratory rate, ECG, and blood glucose levels. By
utilizing machine learning algorithms, the analysis can detect any potential critical health
conditions before they manifest. For example, the authors in [85] created a health status
prediction system in real-time for breast cancer by utilizing Spark streaming and machine
learning. The system was designed to predict health status using machine learning models
applied to streaming data. In the same context, the authors in [86] have suggested a heart
disease monitoring system that utilizes the Spark framework for continuous and real-time
monitoring. The system also employs the random forest algorithm with MLlib to build a
prediction model for heart disease.

In summary, Apache Spark’s ability to process, analyze, and integrate large amounts
of healthcare data, combined with its machine learning and real-time capabilities, make it a
valuable tool for addressing big data healthcare problems.

4.2. The Use of NoSQL Databases

Relational databases, structured on the basis of the SQL language, have been the most
popular data management method for many years among organizations and technology
professionals. With the advent of big medical data, which are characterized by both its
large size and diverse structure, there is a need to be able to process data on a large
scale in order to draw consistent conclusions [87]. SQL-based systems cannot provide
a stand-alone solution to the problem of managing these data. This problem can be
solved by using NoSQL databases, which offer dynamic data management, flexibility, and
scalability over relational databases. Their characteristics make them ideal for managing
large, non-homogeneous data that are frequently updated and have frequently changed
data field formats, in addition to the data itself [82]. The main NoSQL database options
are MongoDB, Neo4j, CouchBase, Dynamo DB, HBase, and Cassandra. For healthcare
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companies, the use of MongoDB has dominated over others. MongoDB is provided by
10Gen and can be effectively combined with the use of JSON (JavaScript Object Notation),
XML, etc. According to the company itself, MongoDB is flexible, easy to use, and offers
high performance, availability, and automatic scaling. Among other important features, it
has the ability to perform text searches and connect to Hadoop. According to the official
solution website, some indicative examples of solutions provided by MongoDB in the
healthcare industry include:

• The creation of a complete patient profile that includes all tests performed on the
patient and extracts useful relationships between them using data mining techniques.
It is easy to modify and add new test data to the profile and compare old and new data.

• Early detection and containment of epidemics: big data has the potential to save human
lives in situations where no other method can. Collecting data on emerging diseases,
which have the potential to spread, widely, could be leveraged by applications that
could serve as a tool for medical personnel and the extraction of risk indicators, such
as the speed of spread, the number of people affected, symptoms, comparisons with
data from previous epidemics, and suggesting the possibility of rapidly implementing
population containment measures if necessary.

• The early diagnosis of rare diseases: it is possible to identify rare diseases that may
have a common set of symptoms, but each of them or a subset of them is not a
formidable indication. This observation is especially important because medical
practitioners make their diagnoses primarily based on the experience and history
of the patients they have examined in the past, which makes the process of early
diagnosis of rare diseases extremely difficult, given the nature of human reasoning.
Applications that have a large statistical dataset make it very easy to extract indicators
to identify a disease and are an extremely useful tool for medical staff.

• Immediate consultation in real-time: in the case of laboratory data from patient tests,
it is possible for medical personnel to draw immediate quantitative conclusions. As
measurements from all types and sources of data can be visually displayed in single
tables via graphs, there is no need for an independent review of individual tests by
attending physicians.

4.3. Commercial Platforms for Healthcare Data Analytics

A large number of databases that are available in the field of drug development create
the need to identify priorities and methods for selecting appropriate information from a vast
universe of big data. In this context, the Open PHACTS initiative implements the semantic
weight-based search of research questions conducted in the context of pharmaceutical
research [88]. The Open PHACTS program has a clear impact in several ways. The most
important contribution is the use of the system in scientific research. Several scientific
publications have resulted from the extensive use of this system, which allows for data
analysis that has been very difficult to achieve in the past. Many pharmaceutical companies
have integrated their internal data into Open PHACTS so that they can easily query all the
information they have, whether public or private. Another contribution comes from the
realization that large amounts of diverse semantic pharmaceutical data can be analyzed
efficiently, thus improving data quality. The success of the Open PHACTS project has
demonstrated the practicality of using data in biomedical research. Indeed, the fact that
providers have chosen to offer their data reinforces the value of the action and helps sustain
the Open PHACTS system.

Another very interesting project is the Artemis project. This project uses mining tech-
niques, patented by McGregor, that are designed for non-trivial and possibly meaningful
abstract information from huge datasets, where the digital data are generated by monitor-
ing devices [89]. The analysis system employs abstraction techniques on the input data to
identify recurrent patterns. It subsequently evaluates whether individuals with various
health conditions, including infections, respiratory distress syndrome, and different forms
of sleep apnea, exhibit similar data patterns in their normal state. The Artemis project
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leverages three medical connectivity systems provided by Capsule Tech, ExcelMedical, and
True Process clinical centers to continuously feed real-time data into a cloud-based database
and analytics platform powered by IBM’s InfoSphere and DB2 relational database [90].

IBM Watson is a complex computer system capable of answering questions in natural
language. Medical personnel express in natural language the problem they are facing,
describing symptoms and other relevant factors. Watson then performs an analysis and
compiles a list of possible causes [91]. The sources of big data that Watson refers to can be
physician and nurse notes and records, the electronic medical records of patients, clinical
trials and research, scientific articles, as well as the information provided by patients
themselves. Although it was developed and advertised as a diagnostic and treatment
consultant, in reality, Watson was primarily used to treat patients who had already been
diagnosed with a disease by suggesting ways to treat it [92].

The subsequent table presents a comparative analysis of various big data technologies
applied in the context of healthcare.

The right technology for healthcare data analytics is determined by several factors,
including the complexity and volume of the data, the system’s required speed and scalabil-
ity, the resources available, expert knowledge, and the defined targets and use cases. In
general, open-source tools such as Hadoop and Spark provide a cost-effective and flexible
solution for handling huge and varied healthcare datasets, as well as supporting various
machine learning algorithms and techniques. They may, however, necessitate more techni-
cal skills and maintenance efforts than commercial tools. Commercial tools such as IBM
Watson, Artemis, and Open PHACTS, on the other hand, often come with pre-built models
and features that can accelerate the development and deployment of healthcare analytics
applications, as well as provide more user-friendly interfaces and support services. They
may, however, be more expensive and have fewer customization options. When selecting a
technology for healthcare data analytics, healthcare professionals should carefully evaluate
their specific needs and constraints, as well as factors such as data security, regulatory
compliance, interoperability, and ethical considerations. It is also important to remember
that technology selection is a continuous process that may necessitate continuous evalu-
ation and optimization in response to changing needs and advances in the field. Table 4
represents a comparative analysis of various big data technologies in healthcare.

Table 4. Comparative analysis of various big data technologies in healthcare.

Hadoop Spark IBM Watson Artemis Open PHACTS

Data Storage
HDFS (Hadoop
Distributed File

System)

RDDs (Resilient
Distributed
Datasets)

IBM Cloud
Object Storage

MySQL,
PostgreSQL,

Oracle

Virtuoso Universal
Server

Data Processing

Map Reduce,
Hadoop

Ecosystem (Pig,
Hive, HBase, etc.)

Spark Core, Spark
SQL, Spark
Streaming,

GraphX, MLlib

Watson Studio,
SPSS Modeler

Cypher Query
Language, RDF

triplestores

SPARQL, RDF
triplestores

Data Integration Apache Nifi,
Talend, Pentaho

Apache Nifi,
Talend, Pentaho

IBM InfoSphere
DataStage, Talend

ETL tools, REST
APIs

ETL tools, REST
APIs

Healthcare
Applications

Clinical Decision
Support, Drug

Discovery,
Genomics,

Imaging Analytics

Predictive
Analytics,

Electronic Health
Records Analysis,
Clinical Decision

Support

Drug
Discovery,
Genomics,

Precision Medicine

Clinical Trials,
Patient Data
Management

Drug Discovery,
Pharmacovigi-
lance, Disease

Networks

5. Technical and Organizational Challenges in Healthcare Big Data

The challenges that arise when using big data analytics technology are numerous and
are particularly important to make the effort effective. The challenges are heterogeneous
and diverse. The key points that a healthcare provider must consider in each case in this
context are as follows:
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(a) Data repositories

Although it has already been reported that the available health data are growing
exponentially, the majority of it is in individual repositories: a phenomenon that has been
called “data silos” [93]. These are essentially data repositories that are kept within an
organization or even individual parts of organizations and are not accessible to the outside
world. The lack of a common spirit of collaboration between organizations and internally
between different departments inevitably hinder data sharing. It is, therefore, up to the
institution concerned to ensure that this risk is avoided by developing the right spirit
among employees, which is usually not a standard procedure.

(b) Data quality

Data quality refers to all the key characteristics that describe big data, as presented
in detail in the previous section. In particular, there are four categories (4 vs.), and the
following challenges are encountered:

• Volume: For efficient exploitation of data, the ability to manage and store the
volume of data as well as determine their size must be ensured. Scalability is
almost always required, as needs are constantly increasing, as is the volume to be
exploited.

• Velocity: Any organization must consider the speed with which it can store, pro-
cess, and use available data and continuously improve its performance, especially
when the rate of data arrival is fast.

• Validity: Ensuring the validity of the data is critical to the project’s needs and is a
demanding process.

• Variety: Identifying all data sources, the technical challenges that each source
imposes, and managing them effectively is an integral part of any big data
analysis effort and is a major challenge.

(c) Periodic data refresh

This is a purely technical issue, but one that can create difficulties if it is not respected.
It is essentially about data management. In some cases, it is necessary to periodically delete
or update data, and the systems available have specific capabilities. Therefore, there is a
need to ensure that dynamic data management can be performed.

(d) Analytics challenges

Beyond the technical requirements, it is extremely important to “decrypt” the data,
to understand it, and to develop analytical thinking and methods to create value. It is
common for data to be misinterpreted by humans, leading to results that are not desired.

(e) Application of expertise

The needs of the health sector are constantly increasing through new research, obser-
vations, scientific articles, etc. However, at the same time, the technological capabilities
that can help meet the needs are also increasing. Therefore, it is essential to be aware
of technological developments and to intervene, if necessary, to overcome the inherent
difficulties and extend the system’s functionality.

(f) Prediction models

A key area of big data analytics is the generation of models that estimate and predict
various situations. Specifically, in the healthcare industry, there is a need for the continuous
study of data and the estimation of expected events to maximize the benefits and value of
the data.

(g) Legal issues

There is a wide range of legal issues that need to be addressed, and it is necessary
to keep abreast of developments in this area. System security must be ensured against
unauthorized access to data by unauthorized persons. In this context, the challenges are
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the same as in the area of security systems, which require a lot of time and effort. On the
other hand, health information is extremely sensitive and should never be used to directly
or indirectly identify individuals: a concept that is known as patient privacy. The challenge
is even greater, especially in the absence of a stable and universally accepted framework.

The following figure, Figure 9, illustrates the key challenges in the healthcare sector
regarding the use of big data.

Figure 9. Key challenges in the healthcare sector regarding the use of big data.

The need to develop tools and methods to meet all the issues raised by the use
of big data in healthcare organizations requires a collective, organized, and rigorously
defined effort.

6. Proposed Strategies for Implementing Big Data Analytics in Healthcare for
Smart City

In the context of the Smart City concept, the integration of big data analytics in health-
care can play a critical role in improving the overall quality of life. Healthcare providers can
gain a more comprehensive understanding of the community’s health needs by leveraging
the vast amounts of data that are generated by various sources such as wearable devices,
electronic health records, and social media platforms. This can lead to more effective and
targeted interventions in addressing health issues, as well as the development of proactive
healthcare strategies to avoid illnesses in the first place. Furthermore, the use of big data
analytics can aid in the optimization of healthcare resource allocation, lowering costs and
increasing efficiency. As such, it is crucial for healthcare organizations and institutions to
consider the Smart City context when developing and implementing big data analytics
strategies in healthcare.

Based on the best practices in the field of big data analytics in healthcare, we provide a
general framework for healthcare organizations to follow; by applying this simple strategy,
health professionals can effectively leverage the potential of big data analytics to improve
patient outcomes in their medical institutions.

X Define the goals and objectives: Clearly define the goals and objectives of the big data
analytics initiative, such as improving patient outcomes, reducing healthcare costs, or
enhancing the quality of care.

X Develop a comprehensive data strategy: Develop a comprehensive data strategy that
outlines how the data will be collected, stored, processed, and analyzed to support
the big data analytics initiative.

X The identification of tools and applications to be used: Invest in the right technology
and infrastructure to support big data analytics, such as cloud computing, data
warehouses, and data analytics tools. The effective use of big data technologies
has many benefits, including the ability to measure the effectiveness and efficiency
of interventions in real clinical practice. At the same time, it offers the possibility



Big Data Cogn. Comput. 2023, 7, 64 19 of 23

of aggregating epidemiological, clinical, economic, and management data that can
contribute to the generation of correlation information between the health of humans,
economic resources, and health outcomes.

X Maximizing the Use of Current Knowledge: It is imperative to adopt a perspective
that integrates and uses existing knowledge. This approach will enhance data compre-
hension, facilitate the systematic generation of novel insights, and foster a data-driven
culture within the medical institution.

X Create a medical network: Collaborate with patients, healthcare providers, and re-
searchers to ensure that the big data analytics project aligns with their needs and goals.

X Establishing a Strong Legal Framework for Personal Data Protection: Data protection,
in particular, plays a key role in the successful implementation of big data. Particular
attention must be paid to the processing of personal data, and it is important to take
into account the legal framework conditions and technological possibilities for its
implementation.

X Progressive development and continuous monitoring: A progressive integration can
help better monitor and continually evaluate the big data analytics initiative to ensure
that it is delivering value and positively impacting patient care.

In the following figure (Figure 10), the suggested strategy for implementing big data
in the healthcare industry is summarized.

Figure 10. Suggested strategy for implementing big data in the healthcare industry.

7. Conclusions

There is no doubt that financial and human resources will be invested in the near future
to improve health services through big data analytics. The number of problems solved
through their use is enormous, and at present, there does not seem to be an alternative
technology with comparable potential. For this reason, it is certain that the use of data
on a large scale will concern not only “large” institutions and organizations in the future
but that each clinic and doctor will have to use the technological tools available to them
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in order to provide health services. This is optimal because large sums of money are
wasted unnecessarily, either due to inefficient management resulting from poor handling
or incorrect treatment and diagnosis. More importantly, the human factor, i.e., the radical
upgrade of health services that can usher in a new era, is the most important reason to
dispel any doubts about the proliferation of big data analysis in the future. This paper
demonstrates the abundance of opportunities to deliver more targeted, large-scale, and
cost-effective healthcare by leveraging the available data and big data analytics. However,
the healthcare sector has been shown to have specific characteristics and challenges that
require additional research efforts in order to fully benefit from the opportunities. In our
next work, we will propose a methodology to develop big data analysis in the health field
and design a new flexible architecture that meets the challenges mentioned in this review.
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