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Abstract: The paper is devoted to the problem of the local existence for a solution to a nonlinear wave
equation, with the dissipation given by a nonlinear form with the presence of a nonlinear memory
term. Moreover, the global nonexistence of a solution is established using the test function method.
We combine the Fourier transform and fractional derivative calculus to achieve our goal.
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1. Introduction Setting

Many researchers investigate how the different terms that make up the PDE affect
the existence of the solution and its stability and determine whether the solution exists
in general with respect to time. The terms vary according to the physical phenomenon
being studied and the modeled problem. The linear memory term is considered among the
most famous terms, which effect studied problems. It often establishes the existence of the
solution under some conditions. Researchers have recently turned to studying this term
nonlinearly and choose the initial idea in a way that allows them to rewrite it in terms of
fractional derivative.

To begin with, let t € (0,00),x € R",u = u(x,t). We look at the following Cauchy
problem with a nonlinear memory term

t
g — Dor+ (E+ 1) |u|™ = [ (¢

u(t=0,x) = g(x),u(t =0,x) i h(x),

)" C|u|Pds

M

where u is the unknown real-valued function, n > 0,m > 1,p > 1,r,@© € Q = (0,1),
and g(x), h(x) are the initial data. Many previous studies considered similar problems
and obtained results indicating the existence of a solution at a specific point, followed by
an explosion and nonexistence of the solution from a certain order, which is called the
exponent. Here, we mention the most important works directly related to our model (1)
containing the nonlinear memory term.

Taking m = 1 and r = 0 in (1), we obtain for ¢ € (0,00), x € R", the model

t
uy — Ayu+up = [ (t—s)"“ulPds

0
u(t=0,x) = g(x),us(t =0,x) = h(x) .

@
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P > inf max

p—1

In [1], D’Abbicco showed the existence and the blow-up of the weak solution, and he
proposed as a critical exponent

p(n,@) = max{pw(n); %} where pp(n) =1+ %,

where (—2(1 — @) +n), = max{(—2(1 - @) +n);0}.
For r = 0 and m > 1, we obtain the model

(t—s)"“|u|Pds

0,x) = h(x).

U — Ayu + |u|m*1
u(t =0,x) = g(x), us(t

A wave equation with structural damping and nonlinear memory was considered in [2];
the question of the existence of global solutions was proved, and in the subcritical case,
the nonexistence of solutions for suitable arbitrarily small data was established. These two
results improved the works [3,4], where a critical exponent was obtained.

In [5], the authors considered problem (1), where the coefficient of the frictional
damping term is given by

®)

|| O%H-

=1+ a+n7P, 4)

in which 0 < 49,0 < 8,1 > a + ,B A blow-up result under certain positive data in R”
was obtained. Besides, the local existence in the energy space was also studied. In [6],
Berbiche and Hakem showed the blow-up and local existence of a solution for this problem
if p > m > 1. They proved that if 1 and g satisfy certain conditions and

. 2m+(1-@)p) 2(14(2-@)p) 1
S mm{ p—l-i-(l—w)(mp—l)’ <<P;)(,2n‘”>—1+;)(p—1)} mrs %

then the weak solution does not exist.
Form =1 and r € (), we have the model

uy — Dxu+ (E4+1)up = [ (¢ “PlulPds
u(t=0,x) = g(x),u(t =0,x) = h(x).

In a similar study [7], it was proved that if g and & satisfy some conditions (we only take
the case when r € ) and that

g $ nd 41 l—o—(1-n2\* 1-0—1-rn
(

—ord\d-oa—n "

then a weak solution does not exist globally in time.

In [8], the authors considered a related problem “Semilinear wave equation with a
nonlinear memory term” and studied the blow-up dynamic by using an iteration argument.
The memory term used was the Riemann-Liouville fractional integral. In [9], Andrade and
Tuan studied a problem named nonautonomous damped wave equation with a nonlinear
memory term. The question of the well-posedness and spatial regularity of the problem
was treated owing to the the theory of evolution process and sectorial operators. Models
involving a linear kernel are not new and arise in heat conduction and linear viscoelasticity
theory; we mention the works [10-17] and references therein.

In our model, we focus on (1) with m > 1 and r € (), thus extending the existing
results. Also, we discuss the system in the unbounded domain R”, which makes the study
more valuable from the application point of view. Toward this end, we used the method of
Fourier transform combined with some techniques from fractional calculus. Mathematical
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models, consisting of nonlinear memory, are used to describe many phenomena in physics,
chemistry, biology, and a number of other sciences. Such models arise in the study of
wave processes in gas dynamics and nonlinear acoustics, in the description of waves in
shallow water, hydromagnetic waves in cold plasma, ion-acoustic waves in cold plasma,
electromagnetic waves in ferromagnets, and in a number of other applications. Thus,
nonlinear wave equations play an important role in the study of wave processes in media
with a nonlinear memory and make it possible to analytically describe these processes.

Mathematical models, consisting of generalized terms of damping and interaction
between them, are used to describe many phenomena in various fields including physics,
chemistry, and biology. Such models arise from many applications such as wave processes
in gas dynamics and nonlinear acoustics, description of waves in shallow water, hydro-
magnetics waves in cold plasma, ion-acoustic waves in cold plasma, and electromagnetic
waves in ferromagnetic. This is indeed our case; for researchers working in this field who
want to learn something new and not easy, it is extremely an interesting section of modern
science, including engineering and new physical principles.

The paper is organized as follows. In the next section, we list some preliminaries
and the main problem. By using these tools, we prove the local existence to the system in
Section 3. Finally, Section 4 is devoted to the blow-up results, see Theorem 8, which ensure
the nonexistence of global solutions.

2. Preliminaries, Materials, and Methods

In this section, we recall some preliminary material, which is needed for this work.

Definition 1. (Sobolev space) The (H*) norm of a function g € (R",R), denoted by |g|| s, is

gl = | [, (1+122) 9P %,

where § is the well known Fourier transform variable of . If ||| s < oo, then g € H.
Definition 2. The X*® norm of a function u € ([0,00) x R",R), denoted by ||u|| ys is

[ullxs = sup ([fu())]lgs + 1w ()] 1),
0<t<T

where 0 < T < co. If |[u||xs < oo, then u € X°.
Theorem 1 ((Leibniz Integral Rule) [8]). For —oo < a(x) < b(x) < 400,

b(x)
% (/) fat :f(b(x)'x)'%b(x)—f(ﬂ(x),x)-%a(x).

Theorem 2 ([8]). For any n-dimensional function u(ty) € HS,if s > n/2, then there exists C > 0
so that

[[u(to) || < Cllu(to)l| -

Theorem 3 ((Gronwall’s Inequality) [18]). Let f(t) be a nonnegative and continuous function
on [0, T] satisfying, forall0 <t < T,

) < [ fs)as.
0

Then, f(t) =0forall0 <t <T.
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Theorem 4 ((Banach Contraction-Mapping Principle) [19]). Let (X, d) be a complete metric
space and G : X — X a map such that there exists 0 < 0 < 1 satisfying d(G(x), G(¢)) < 0d(x,¢)
forall x,¢ € X. Then, there is a unique point xo € X such that G(xg) = xo.

Lemma 1 ([19]). Foranys € (1,2) and p € (1,400) N (s — 1, +00), we have for a nonnegative
function f € L®(R") N H~Y(R"); then, fP € H>~1(R"), and there exists C > 0 such that

£ ey < UL 180D s (-

We now state some results from fractional derivative calculus that will be used in the
last section. As in [20], the operator DO‘ ; is a the fractional derivative operator of order «,

defined by
Dgltu = dt]éﬁ“u,

and ]OI , represents the fractional integral of order 1 — &, given by

jo\t j ,xds for ueCR).
0

Proposition 1 ([20]). Let g,h € C[0,T]. If Dfj o (t) and D"‘“g( ) exist and belong to C[0, T],

then
t t
[ 8e)Digh(s)ds = [ (s)Dgg(s)
0 0

forall0 <t <T.

Proposition 2 (see [19]). Forallu € L1(0,T),q > 1,and 0 < t < T, we have

(DS‘u ° I8‘|t) (u) = u. (5)
Moreover, for all u € C'[0,T], T > 0, the following rule holds
(-1) dlDf‘IT (t) = Df“}“l (t) for (I,a) e NxQ. (6)

Corollary 1 (121]). If g(t) = (1 — £)F,t>0,T > 0, > 1, then

Ditigp(t) = CT AT -0 ac i=012 @)
(D"‘&rlgo)( )=CT* acQ i=0,1,2 ®)

Here, we demonstrate that the local solution to the problem (1) exists and is unique.
To see that, let us first introduce the next Cauchy problem

up — Dxu = F(u),
{ u(t =0,x) = g(x),ur(t = 0,x) = h(x). ©)

Due to the nonlinearity of F(u), it is difficult to provide a closed-form formula for the
solution. However, under certain conditions one can show the existence of this solution.

2.1. Solving the Wave Equation

Let us first start by solving the wave equation with a source term, by using the Fourier
Transform. Then, we deduce some properties and estimations satisfied by the solution to
the problem (9).
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Lemma 2 (The homogeneous case). If

fy = §C05(|§|t)+%sin(|§|t) |E| #0 W
ht+¢ 1gl=0,

then ug solves the Equation (9) for F = 0.
Proof. The Fourier transform of the homogeneous wave equation gives us
g+ |E*0 = 0. (11)

This is an ordinary differential equation of second order, which has the characteristic
equation
2+ EP=o. (12)

Thus, the solution can be written as
il = Acos(|¢[t) + Bsin(|C]t).
Using the initial data, we obtain
1(¢,0) = Acos(||0) + Bsin(|¢]0) = &,
yielding A = §. Also, we have
1¢(8,0) = —|¢|Asin(|¢|0) + [g|Bcos(|¢|0) = h,

and so
|&|B = h.

|~

If |¢| # 0, we obtain B = ; hence,

™

it = geos([g]t) + [ sin(|g]t) for [g] #0.
If ¢ = 0, then the Equation (11) yields #i;; = 0. Using the initial conditions, we deduce
dy=ht+¢ for |&[=0.

O

t
Lemma 3 (Duhamels Principle). Suppose w = [ v(x,t —s,s)ds, where v solves
0

Ot — Axv =0
v(t=0,x,5) =0,u:(t =0,%,8) = F(x,s);

then, w solves Equation (9) as the particular solutiontoh = g = 0.

Proof. By substituting w into Equation (9) and using the Leibniz integral Rule in Theorem 1,
we obtain

t t
Wy — Ayw = 0 [v(t =0,x,5)+ / v(x,t —s,s)ds| — / Axv(x, t—s,s)ds
0 0

t
v(x,t—s,s)|g_s + / [vet(x,t —s,5) — Axv(x, t —s,5)ds]ds
0

= v(x,0,s)] = F(x,1).
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O

Lemma 2, with ¢ = 0 and & = F(x, s) gives, for v in Lemma 3, the following resuls

@(g,t—s,s)_{ (|g|)sm(|€\(t—s)) |&] #0
F(G s)(t —s) 1g] = 0.

By employing Lemma 3 and (11), we obtain, if we take 1 as in Lemma 2 and w as in
Lemma 3, that u = ug + w solves Equation (9).

2.2. The Well-Posedness of the Wave Equation

In this subsection, we show some estimations for the solution, which are used later.

Theorem 5. Let u be the solution to Equation (9). Then, the following inequality holds:

() < N8l g + 117 s +/HF(T)||HS—1dT/ (13)

forall t € [0, 400).

Proof. We have from the (H®) norm definition

Il = | [, (116 1000 P

= [ () P+ [ (1+e) awpae]

= | Lo (1 12P) lgeos(lzle) +

1
2 2

dg

W‘Eﬁ

t o
in(|Z|¢) +/F H sin(|&|(t — T))dT
0

1

[ 7 2 2
‘ ol .
- /c#o (1 12P) g cos(iclt) + iz sin(lele dc]
b 2 713
| o (1168 S sl —oyir) a2
0

) {/"5#0 <1 * CZ>S|§2d§F + [./f;;éo (1 + |C\2>S‘fl‘2dé‘} %
[/ 1+ 2P ’

< gl + [ Joy (% \5\2)5‘1(1 +1¢P) \fz\zda]é

t

+[-/t§;éo<1+§ . 1JFICI / €T|drdg]

0

t

E(, )| de@]

1
2

t
< llgllps + 1Bl s +/|\F(T)|\Hs—1df-
0
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Theorem 6. Let u be the solution to Equation (9). We have

e ()1 prs—1 < 18l pzs + 1Pl s +/||F(T)HHS*1de (14)
0

forall t € [0, 400).
Proof. As in the above proof, we obtain

[t (E) || s

[ () aopa]

=, (o 1R) Pz [ (1) ot ]

NI—

¢ 2
{/g 14 12f) ||¢|gsm|¢|t>+hcos|c|t + [ Bemsin(el( - )ae
0
<[, (i) ||c|gsin<|5t>|2d§r+ L (i) costiein e |

1
2

+

 —

o (1+12?)"

O\H_

F(g, v)sin([¢|(t—1))| de@]
B

) [/"”*0( ) e | [, (i 1er)
t %

+[/ 1+|€| Sl/| €T|drdg]
0

< lIglles + (17l g1 +/||F(T)‘|H5*1d'r'
0

h

2 12
]

O

Corollary 2. For the solution to Equation (9), we have
l[ullxs < lI&llps + Ml g1 + / IF(T) || gs—d. (15)
0

Proof. We have |[u||xs = sup (||u(t)||ys + |[ut(t)||gs—1). Thus, the result follows from
0<t<T
Theorems 5and 6. [

3. First Main Result: Local Existence

Now, we are ready to prove the existence and the uniqueness result of the local solution
to our problem.

Theorem 7. Letn > 0,s > 5 +1,r € (0,1), and m,p € (1,+00) N (s — 1,40c0). Then, for
¢ € H3(R") and h € H*~1(R"), problem (1) has a unique solution

u € C([0, T); H*(R")) N C! ([o, T];H“WR”)),
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with the positive number T only depending on ||g|| s + |1 gs-1-

Proof. The next relation m|u|™ u; = 9 (|u "™ 1u) leads us to introduce a new unknown

v satisfying u = v;. Then, we obtain a new problem with a locally Lipschitz nonlinear
memory term

t
Vi — N0 = —%hﬂm_l + 12 [ (¢t w|vt(s,x)\pds

0
¢ ) (16)
+i Ofb’(f)lvtlm_ vids + L|g[" " g(x) + h(x),

where v(t = 0,x) =0, v:(t = 0,x) = g(x), and it is easy to check that u € C([0, T]; H*(R"))
N CL([0, T]; H*~1(R")) is the solution to (1), if and only if v is a solution (16) in the class

v € C([0, T]; H*(R™))
{ v € CL([0, T); HS~Y(R™)), vy € CL([0, T); HH(R)).
Let us define
C([O T); B (R")) N C' ([0, T]; H*~1(R™))
L=([0, T]; H*(R™)) n Wh ([0, T]; H*~ 1 (R"))

Brm = qu € Yr; sup ([[ult,)|lgs + [lue(t, )l gs1) < M}-
0<t<T

5><

Now, we set that X1 1 = Br pm N X, since X7 C Yt and X101 C Br . Set

t

b(t _
F(v:) = —%|vt|m ! a)/ "oy (s, x)|Pds
0
t (17)
b WO ods + L") + ().
m m
0
Now, we introduce for any w € Yr the map ¥[w] = v, where v € X7 is a solution to
Ut — AxU = F(wt) (0, T) x R” (18)
v(t=0,x) =0,2(t=0,x) = g(x) xeR™

Our goal is to show that there exists a unique v such that ¥[v] = v. For that, we start by
showing ¥ is well defined. Indeed, let w € Y7 )1 then ¥[w] € Xy for sufficiently small
T > 0. We have from the Corollary 2

T
[0l + ot < gl + [ IEE) g, (19)

and from Lemma 1, since s > % + 1, we obtain
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ys—1(s)dtds

; t ot
b(t - 1 -
L M ey i (I
0 00

b’(t)H|wt|m_1thHsildrds (20)

_ - -1
< Tlfwi|lf=" sup ||y + (t—5)"“wi|[[=" sup [[wipsrds
0<t<T 0<t<T

1—

T
1
T(lglf + hlgps) + - [ / VOl " sup i yedvds.
0 SEsT

Using the Sobolev embedding in Theorem 2, we find

t

/ P eoidT < T sup Jaulfcs + sup il [ (=)' s
0<t<T 0< 0

T(lgl+ 1) + sup [fonlfr [ 0(1)dt
0<t<T 0
Now, let M = 4(||g| 75 + |||/ jgs—1); then, we can conclude that
/ IE(, )| eade < C(TM" + T2 OMP 4 (1+T)'M" +TM, ), 1)

and so
sup (|[ollgs + 01l 5-1) < C(lIgllpe + TM" + T2OMP + (14 T)'M" 4+ TM)
0<t<T
< C(M +TM™ + T2 MP 4 (14 T)' M™ + TM.).

Therefore, we have
sup ([|o]lgs + llotll gs—1) < Cr,mM,
0<t<T

where
m—1 2—@ 1 ragm—1 T
Crm=C +TM + T °MP+(1+T)'M +Z .

Now, for a sufficiently small T, we can choose T; > 0 such that Cy p < 1forany T € (0, Ty].
Hence, ¥[w:] € X1 a1, and thus, ¥ is well defined.

Next, we show that ¥ is a contraction mapping in Xt »;. For that, let wy, wy € Y7 3.
Then, ¥[w1], ¥[wz] € X7 m. Let v1, vp be two solutions to Equation (18). Set 7 = v — v,.
Then, 7 satisfies
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1 ! 1-@
O — Axd = 15 [ (t = 1) (|(wr) (7, )" = |(w2), (T, )|") dT
0
t
F1 VOl @) (s, 2) — w2y (s 0" @26 0)]ds @)
0
b _
+ 2D o), " 1), = L(a2)y " (w2) )]
9(t=0,x) =3(t=0,x) =0 xeR"
Since w; € YT )1, by Sobolev’s embedding, we conclude that
viinYrym and 0 € C([0, T]; H¥(R")) N CY([0, T]; H*~1(R")).
Therefore,
16CE, Ml pzs + 119 (£, ) s
t s
< [ [ =" (G0l = @) (5, 0)) [ 2drds
00
1 [ / m—1 m—1 (23)
o [ OOl @ys ) = w2), (5,0 (w2), (5,9)] |, dsdt
0
1!
)| 1)y )" ) 5, ) = () (s, 0" w25, | dsat
0
Since \v|l_1v is a C! function with [ > 0, the mean value theorem leads to
o1 "tor — |Uz|HUz’ < C(|01|17l + |02|H) |01 — 2
ol = foal'| < C(Jor] ™ + ool ) fon = al.
From Sobolev’s inequality ||| < C||7||ys-1, it follows that fors > 5 +1,
1911 s + 10t ] s
t
. -1
< [ =2 [l ), (e 0+ )y ol or = ), (2 )] s 1
0
;
— [E@ 0wl + N w2), (00l e = )z )]s 24
0

+— /b' 1 Go1) (7 2) 753 + 1] 2) (7, )| - 1}|H(W1 w2) (T, X)|[| ps-1dT

< (Tz—pr—l + (1+T)V+1Mm_1>- sup ||[(wy — w2)(t, X)|[| gs1-
0<t<T

So, there exists a positive C such that

IT¥ 1] = ¥ eoa] (£, )| o

< (1M 4 (1 1) IM ) sup [l|(wr — wa), Il
<t<T

0
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Fix T € (0, T;] small enough such that C(T2*‘DM”*l +(1+ T)rHM’”*l) < 1. Hence,

[¥[e0r] — ¥walllxy,, < 31l @1~ w2) () 1y,

Therefore, owing to Banach’s fixed point principle, one can directly conclude the proof of
the unique local solution. O

4. Second Main Result: Blowing-Up

Here, the blow-up of the solution to system (1) is established. We start by giving the
following definition regarding the meaning of the solution to (1).
Deﬁnition3 Let T >0,r€ (0,1),0<@<la=1-wb(t) = (t+1),and g €
(R") N L (R"), h € L}, .(R"). We call u a weak solution, if u € LF’<(O T), LfOC(R”)) N

loc loc

L™((0,T), L} (R")), and it satisfies

//]0|t (|u|?) (pdxdt+/h x)dx

0 R"

—/g ) (0, x)dx + — /||ml ¢(0,x)dx
R‘l‘l

T
://u(pttdxdt—%//b'(t)|u|m_luq)dxdt
0

Rn

// () u]™ 1ug0tdxdt—//qucpdxdt

0 R” 0 R”

(25)

for nonnegative functions (test)
g € C2((0,T] x R"),

where

o(T,x) = ¢(T,x) =0.

In the sequel, we have ¢ > f and 3C > 0, where f < Cg, and the nonnegative constant
C is supposed to be independent of T > 0.

Theorem 8. Let n > 0and 0 < @ < 1, and let m > p > 1. Under the following conditions on
the functions (g, h)

fg x)dx >0
fh x)dx >0 (26)
f|g (x)dx >0,
and if
% > 1nfmax{ sz_:_dl, (2];;)2— % - 2};;4}' (27)
with

A=0Q-m)(r—=2+m)(1+p) —a(r—2+m)—(1—r)(1—m),
B=m[2m -3 +7r)(1+p)+a+ (1—71)],
C:—m2(1+p),

we have the weak solution in the sense of definition (3) that (1) does not exist globally in t.
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Proof. Seeking a contradiction, assume that u is a nontrivial weak solution to the problem
(1), which exists globally in time. We apply the test function method. For some T > 0, we
choose the test function as follows

¢ = Dy ¥ = ¢1(x) Djf 1 p2(t), (28)

2
where ¢1(x) = @(%) and ¢, (t) = (1— %)ﬁ withl < Band0 <7, ® € C*(R)isa
cutoff nonincreasing function satisfying

1, 0<z<1
CI)(z):{ 0, 2<z

with0 < ® < 1, and for all z € R, we have |®'(z)| < 1+Z for ¢ > 0. Now, we rewrite the
problem of the weak solution as

T
o [ [T () M‘i’dxdt—f—/h DS ¥ (0, x)dx

0 R’n
/g atDt|T‘I"(O x)dx + — /b 1% (0, x)dx
Rn
T (29)
//ua% ¥ dt——//b’ (0)|u[™ uDY Fdxdt
0 R 0 Rr
LT T
%// )|u|™™ 1u8tD;“|T‘I’dxdt //uA Djjr ¥dxdt.
oR 0 Rn
By using the identity (6) in Proposition 2, we obtain
T
zx)//]glt(|u|p) t‘T‘dedt—{—/h )@ (x)D {7#2(0)dx
0 R
1 -
- [ )¢k (x) Dy p2(0)dx + - / b(0)gI"" g} (x) Dfjp2(0)dx
Rl’l
T (30)
:// ugh (x) D 2ot dxdt——//b )" g} (x) D ()
O RTI 0 RH
1 ¥
f%/ b(B)|u[" ugh (x)D ot dxdt—//uAY(pl DS g2 ()t
0 R~ 0 R»
Applying Corollary 1 yields
T
a)//]g|t(|u|'”) DS ¥ebxdt + CT /h (x)dx
0 Rr
+CT 1/g x)dx + CT" /ygr" Te(x)gl (x)dx
T (31)
/ ugh () DS 2ga s dxdt—f//b ) 1]Vl (x) DSy o (F) vt
0 Rr 0 Rr

T

T
/ ()] ugh (x) Dy g (1)t — / / Ul (x) D (D).
0 R~ 0 R~

3\)—‘
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To simplify the first term of the LHS of (31), we integrate by parts with the use of
Proposition 1 and (5). Thus, we obtain

T
//]g|t(|u|p DﬁT‘Pd'th //DO\T ]O‘t |M|p )"I’rdth

0 R7 0 R”

T
://|u|p‘I’dxdt.

0 R#

(32)

Regarding the other terms, we denote by Qr the support of ¢ as
Qr = sup{x eR": |x* < ZT}.

Now, using the Lebesgue dominated convergence theorem, we obtain

lim [ g(x x)dx = [ g(x
T—)ooQ‘{_ ]Rf”.
tim [ [g(x) g(x)goi(x)dx = [ 130" g(x)ex
®0r
Tlgr;onf h(x x)dx = f h(x
We also have . l
Jim g(x)gy(x) = g(x)
lim h(x) ¢4 (x) = h(x)
T.—)oo -1 m—1
Jlim ()" g(x) ¢ (x) = [g(x)|" 8 ()

By assumption, we have (g,h) € LJ! (R") x L}, (R") satisfying

an g(x)dx >0
f h(x)dx >0

f lg(x (x)dx > 0.
This implies that
f g(x) ¢ (x)dx >0
f h(x)gi(x)dx >0
f g™ g(x) g} (x)dx > 0,
Rn

for T > 0. Now, we deal with the RHS of (31) of the weak formulation of solutions. Using
the identity

Avgh = Z(PlflAX‘Pl +1(I - 1)fPl172|vx(P1|2/
and the fact that 0 < ¢; <1, we obtain
1917 8a gy + 10 = 1)@l Vg | < Col 2 (I8agr| + V).
Thus,

T
[ [ |usagh () Do t) it < / / g2 (18cg] + Vg [?) Difrpa(t)dr.
0 R™
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By applying the triangular inequality, we write the RHS of (31) of the weak formulation of
solutions as

T
oc)//| \p‘I’dxdt<//’u(p1 D;‘ﬁz(pg(t)’dxdt
0

R" 0 R»

T
+ [ [ 19/®)] 11" 4 ()| Df ozttt

0 Rn
. (33)
+ / [ 161" () | D3 o) |t
Rn
T
+ [ [ 1ol (18sgnl+ 1901 ) Do)t
0
The e-Young's inequality states that, forall A, B, p,q > 0,
AB < eAP +C(e)B1 pg=q+p.
Now, applying e-Young’s inequality on the terms of the RHS of (33) yields
T
[ [ lulgh ()| D122 (t)|dxat
0 Rﬂ
T
_ 1% 1 x+2 d d 4
= u[¥7¥ 7 @ (x) | Dy g2(t) | dxdt (34)
0 Rn
L B
<£//|u|P‘{’dxdt+C //(pl - ‘Df‘&rzq) (H|" dxdt,
0 R» 0 R"
and
T
[ 10l ()] D 0)] et
0 RH
T
_ /|u\m‘~I’?‘{’_?]b’(t)‘goll(x)‘D‘t’“T(pz(t)‘dxdt (35)
0 Rn
T T s
//|u|p‘I’dxdt+C( )//goll(x)go v (B)[p' ()7 Df‘|T<p2(t)'p7mdxdt;
0 0 R
then,
T
[ [t g0 D3t ga(t)|axat
0 R
T
= [ [ 1T T ()]0 ()| D3 pa(t) | (36)
0 n

T
m

R
e/T/u|P‘dedt+c<e>//qoa<x>¢ Tl
0 R" 0 R

_r
Ditlg) (t)"’*’" dxdt,
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and

T

//w¢ ) (1801 ()| + |Vx91 (0]?) Dipoa(t)dxt < e [ [ ul"¥axat

0 R” 0 R”

T
lf—” p 2 N r
c©) [ [ o1 70 (186 01T+ 192007 ), (0| Dirgalo)|
0 R

l’l

(37)

By choosing an estimation for £ small enough, from (34)-(37) with (33), we obtain

T
//|M|p‘dedf<h+Iz+]3+]4, (38)
0 R”
with
r l Ll 2 Pil
=1 Lol @e, " 0[P (0| vt
T m L
h:gRﬁuwpmuwvaDmmmv dxdt,
T _m L
Js = be P (x)py " (B)[b(1)| 77 D g (0| " dxat,
T 1
-2 2 — =1 q
Ji = Of]R o N (’Ax% (X)|7+ | Vegq (x)] EI>(P2 P 1(t)‘D;X|T(p2(t)‘ dxdt.

d
To estimate the integrals [1, [, [3, and J4, we use the change in the variables { = Tz,

s = Tt with (y = T? ), and d is a positive constant (chosen later). Note that suppp; = Q.
Thus, by Fubini’s Theorem, we obtain

L _P_
/(Pll(x (/(Pz ()| D ea(n)| " at
Qg

) =JiJi (39)

First, we have

B= [ gimix=1% [ gl(e)a =cr¥. (40)
Qg [
Also,
T 1
= [0 7 (0] D8s20a(0)]| "t
’ : (41)
—(a+2) q/ —(a+2) qu Tl_(“+2)q_
0

Applying Corollary 1 yields 0 < B — (x +2)g + @ (x = 1 — @), and so the integral J? exists.
Now, by (39)-(41), we obtain

i = CT]—(&(—O—Z)!]-&-%' (42)

For J,, we have

T
| ghxdx (/w;PmquuMV”
Qo

_r_
D;",Tcpz(t>)”dt) =Lk ®

0
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It is clear that the estimates for ]% coincide with the above estimate for ]%.
Since (t+1)""1 ~ b/(t),0 < r < 1, we obtain
; E pm p p
2= / [+ 1)1 =) T (1) PP T
’ : (44)
P (r=Dp _a P
= Tl / [+ Ts] 7 (1—s) " ths,
0
1 Tk 1
We split the integral [ = [ + [ into two integrals, where k € (0,1). By taking f > 1,
0 0 T-k
we can estimate the first integral as follows
Tk
(r=Dp P
/ (14 Ts] 7 (1—s)P % mds < CT . (45)
0
For the second integral, we have
[1+Ts) /= < (1+T1_k) P
Thus,
! —1)p (-vp 1 ,
/ [Ts+1] 7 (1—s) P tPgs < (Tl—k + 1) e / (1—s) “FmtPgs
Tk Tk (46)
(1)
< C(Tl"‘ + 1) e
Set
o r=Dp
plr=1) = (p—m)
Then,
rk L g0-HHE)
and thus
1—n P _%_A’_ﬂ
L <CT p—m  —(p—m)+p(r-1) ' 2 47)

Now, for J3, we put

_pP
A =35 (48)

D’txfTrl‘Pz(t)

T
h=| [ di@ax || [o, 7 0
Qg 0

It clear that the estimates for ]% coincide with the above estimate for ]%.

For J3, we know that b(t) = (¢ + 1) is a strictly increasing function for 0 < t < 1 with
0 <r <1 Then, forall0 < t <1,wehaveb(t) <b(T) = (14 T)". Since p —m > 0, we
obtain ) o

b(t)rm < (T+1)rm.
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So, for a large enough T, we have

p _P_

1
2= / (-9 T ()| 7 [eT=t 1 —s)f 1] T as
0

1
g(14—Ty£%CTJ*W+”nLZ/{1-—@ﬁ*“+”ﬁ%ds
0

Hence,

Finally, for J4, we have

T 1
/ 91 () (18x91 (x)|7 + | Vay ()7 ) dx (/ go;“(t)\DﬁTgoz(t)]th) = 1iJ3.

(49)

(50)

(51)

If we choose I such that I — 2q > 0, we see that goll_zq is bounded, since ¢, is bounded. We

havefori=1,...,n

2
=0 () =59/(5 )
2q

Vagr () = (2)"

Since 7 = T% and |®'(z)| < 1%5, we obtain
2 2\ 11212\ [P0 (227
Ve Prae= () % [ e (o) [ (171eP) e
R je?<2
pil Zq n
<cr¥- / S e

ater (1H1EF)"

We also have the following relation foralli =1,...,n

= (19 () = 507 (5 ) 2o ()

2
‘Ax(ﬁ(x)’q: 1;12(1)//(94 ), ‘ +2nq>/( |>

2 2
ich// [EI |x|? + 2lq>’ [x°
Ul n U U

Therefore,

q
dx.

[ 18591 () fax = [
b

Rll

(52)
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Using Minkowski’s inequality with a change of variables, we obtain

1/q
(ﬁ/ qu)l<x>|qu)
1/q

< et [ o (1eP)|(neP)az |+ | @myiyte

2>|e? 2>|2?| @ (1ef*)|de

< (4%7%*%1)% + ((2n)ﬂ;7%ch2)l/q <cphi!

where .
_ " 2 2 _
- _\C\zf<2 ‘CD (m )‘(77|C| ) s / ‘cp’(|§|2)’d§,
- lg?<2
Thus,
_p_ nd _g P
/|Axg01(x)|P*1dx <CT?Z "pl.
Rﬂ
Therefore,
<cr? =

Similarly, we deal with J3.

We conclude that
Ji < CTf(dthx)%Jr"TdH.

From (42), (47), (50), and (55) we obtain

T
" d
/ / jul"¥edxdt <C (T~ (020
0 Rn
—1
T st

T1—(a+1—r)p%m+"7d

T—(a+d)pf1+”z"+1).

Our next goal is to make the exponents of T negative. It remains to see that

_M+n7d+1<ol
p—1 2
and
ap (r—1)p nd

1— - +— <0.
p—-m pr—=1)—(p—m) 2

By taking (p — 1)q = p,2p = nd from (57), we obtain

2
1+p<q(¢x+7p),

=1

(53)

(54)

(55)

(56)

(57)

(58)

(59)
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and from (58) with m < p, after some calculations, we obtain

B\> C B
q> (2A> T AT oA (60)
where
A=0-m)(r+m—=2)14p) —a(r+m—2)— (1 —r)(1—m),
B=m[2m—=3+r)(1+p)+ (1—71)+4q],
C=-m?(p+1).
Consequently,
1+p B\? C B
Since p = ”7'1 and g = %, we obtain the condition
d 2
P 7+ /(BN _C_B
po1 o mmey ra\za) A A €2
and from (56) and (62), we find the estimate
T
//|u|p‘1’dxdt < CT7, (63)

0 R"

with x = x(p,n,m,r,®@). So, by taking the limit as T — oo, using the dominated conver-
gence Theorem, and the fact that

lim¥Y=1 for 0<t<T,

T—o00

we conclude that ;

/ / |u|P¥dxdt = 0.

0 RTl
This implies that u = 0, which contradicts (26). O

5. Conclusions and Relevance of the Work

One of the main achievements of our research is to show the impact of nonlinear
memory on the absence of global solutions even the existence of nonlinear dissipation.
By imposing new appropriate conditions and with the help of Fourier transform and
fractional derivative calculus, we obtained our unusual results, regarding the local in time
existence and blow-up of the solution in finite time.

It is possible to formulate a number of similar problems that are extremely important
from the point of view of practical applications and whose solution requires new methods
in the literature, namely: problems that contain a fractional derivative in the boundary
conditions, with a variable time delay, simplifying the mathematical expression of the
condition (62), and reevaluating problem (1) in the case of r € (—1, 0], see [22-28]. It would
be very interesting if one considered numerical studies of this model, which will be our
next research project.
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