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Abstract: Herein, we investigate the robust formation control problem for a group of unmanned
aerial vehicles (UAVs) with system uncertainty. A hierarchical formation control strategy is introduced
to ensure the uniform ultimate boundedness of each UAV’s reference tracking error. First, a group
of saturated high-level virtual agents are defined to act as the trajectory planners that offer feasible
position references to the actual UAVs. A sliding mode neural-based observer is then constructed
to estimate the nonlinear uncertainty in the UAV model. Furthermore, sliding mode controllers are
designed for both the position loop and the attitude loop of the UAV. To attenuate the chattering
phenomenon in the control input, a saturated and smoothed differentiator is proposed along with an
observation introduction function. The effectiveness of the proposed control scheme is validated by
both the Lyapunov stability theory and numerical simulations based on a multiple-UAV system.

Keywords: neural-based observer; unmanned aerial vehicles; hierarchical formation control; sliding
mode control; multi-agent systems

1. Introduction

In recent years, the concept of multi-agent systems [1-5] was developed after the limita-
tions of using single robot were found in various practical scenarios. Along with consensus
theory [6] and swarm behaviour [7,8], formation control [9-12] have become an attractive
research topic because of its close connection with tasks such as transportation [13] and
surveillance. Compared to unmanned ground vehicles (UGVs) [14], UAVs [15-20] are more
popular because they possess higher degrees of freedom.

In [16], the time-varying formation tracking problem for a multiple-UAV system
subjected to switching communication topologies is investigated by solving an algebraic
Riccati equation. Similar results were found for the time-varying formation-containment
control problem in [21]. Although the results presented in [16,21] can illustrate the uniform
ultimate boundedness of formation tracking errors, the corresponding designs were based
on the ideal homogeneous second-order dynamics, which are only applicable in the high-
level path planning perspective, not low-level motion controller design.

Based on the nonlinear cascade model presented in [22], a finite-time leader—follower
formation tracking scheme was proposed in [23] for a group of UAVs with undirected
topologies. Furthermore, a heterogeneous multi-robot system that includes both UAVs
and UGVs was analysed in [24], and a neural-based fault tolerant formation controller
was introduced to perform adaptive formation tracking. However, neither of the above
two works included the path planning module for UAVs, leading to rapid and excessive
changes in the angular status, which is also referred to as aggressive flight [25]. Hence, it
is necessary to develop a path planning scheme that offers smooth and suitable reference
states to the formation controller to reduce the frequency of aggressive motions.

Model uncertainty and external disturbance are also essential factors to consider
for practical applications [26-28]. Regarding nonlinear systems with model switching
phenomena because of the linearisation operation, the methods that are based on the
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linear parameter varying modelling theory are helpful for maintaining the robustness of
the controller design [29-31]. Alternatively, building up nonlinear adaptive observers
is necessary to compensate for the system uncertainty if we choose to analyse a system
without linearisation. An adaptive terminal sliding mode observer was introduced in [32]
to estimate the system uncertainties within finite time. Although the observer given
in [32] was found to be effective, this was based on the assumption of correlation with the
uncertainty’s Lipschitz constant.

Compared to the conventional adaptive observers [33], the neural-based observer
presented in [34] has less constraints for the system uncertainty and is more adaptive. The
structure in [34] was further modified in [35] to estimate the unknown velocity and the
system uncertainty simultaneously for second-order systems. However, the designs in [34]
and [35] both use the proportional error reduction term, which makes it hard to guarantee
fast convergence of observer states. Therefore, whether we can integrate the neural-based
design in [34] with the sliding mode technique in the conventional observer design is a
topic worthy of discussion.

Due to the special cascading relationship between a UAV’s position loop and attitude
loop, the motion controller of a UAV is usually designed in a two-loop structure [15] that
requires using the virtual control input in the position loop to get the desired angular
status through flight control algorithms. With a strong coupling relationship between the
two loops, the control input is sensitive to the sudden changes in system states that can
potentially lead to oscillation and chattering [32]. The work in [35] also pointed out that
the neural network (NN) output is filled with chattering if the neural weight adjusting law
is equipped with static parameters. Hence, it is necessary to find a method to attenuate the
potential chattering phenomenon in the control input.

Based on our previous discussions, the contributions of this paper are listed as follows:

1.  Inspired by the work in [36], a hierarchical formation control scheme is employed
in this paper. To make the reference provided by the high-level systems feasible for
low-level UAVSs, a saturated high-level formation controller is proposed to reduce the
frequency of aggressive motion.

2. Toimprove the error converging speed of the observer structure in [34], the sliding
mode technique is integrated with an artificial NN to construct an adaptive observer
to estimate the unknown nonlinearities in UAV dynamics, and a fully error-related
update law is employed.

3. To attenuate the chattering phenomenon in the control input [32], a saturated and
smoothed differentiator is proposed along with an observation introduction function
to reduce the oscillations caused by the differentiating process and the neural-based
observer.

The article is structured as follows. The modelling of the multi-UAV system, the basics
of graph theory and some background on artificial NN estimation are given in Section 2.
The hierarchical formation control scheme and the sliding mode neural-based observer
are presented in Section 3. The set-up, results and discussion regarding the numerical
simulations of a group of UAVs are illustrated in Section 4. The conclusions are drawn in
Section 5.

Notation: In this paper, the term ® represents Kronecker production, I;, denotes an
identity matrix with the dimension of n. For a matrix M, || M || represents its Frobenius
norm. If M is a square matrix, we have 7(M) and ¢ (M) as the maximum and minimal
eigenvalues of M, respectively.

2. Preliminaries
2.1. Dynamic Model of Uavs

Consider a distributed heterogeneous multi-drone system consists of N(N > 1) UAVs,
where the dynamics of the ith UAV is expressed as: [24]
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where p,;, py; and p;; represent the global coordinates of the ith UAV; ¢;, 6; and i; denote the
roll angle, pitch angle and yaw angle, respectively; u; ;(j € [1,4]) represents the combined
thrust or force provided by the jth motor; R; is the distance between the centre of the drone
and the centre of the rotor; and the rest of the parameters are defined in Table 1.

Table 1. Parameter definitions.

Term(s) Definition
Kix, Kiy, Kiz, Ki g, Kip, Kiy Aerodynamic drag coefficients
i x, Wiy, Wiz, g, Dig, Wiy External disturbances
Jixr Jiys Jiz Moments of inertia around the axis
m; The mass of the UAV
g The gravity constant
v; The drag force coefficient

For the sake of simplicity, we make the following definitions to divide the control
input of the system into T;, T; 1, T » and T 3:

Ti =ujn +ujp +ujz+ uja,
Tip = —Uj1 + U3,

Ti1 = —Ujp T Ujg

—uj1 + Uiz — Uiz +ujg

@
Ti3 =

Due to the strong coupling between channels, the position channel and the attitude
channel should not be combined into an overall second-order model [23]. Instead, design
and analysis based on individual loops are required. Define x;, = [pxi, pyi, p-i]T and

Uip = [Pxis Pyis P-il

T. We then have the dynamics of the position loop as

Uzp

e 3)
Oip = fip +8ipTi+@ip—&p, 1€ [L,N]
for which we have the following equations:
fi’p - [Ki’XPXi/mi, Kl/ypyl/ml’ Ki,ZpZi/mi]Tl wl,}? = [wi,x, wi,yr wi,Z]TI g_P = [0/ 0/ g]T
R [cos(¢i)sin(G,')cos(llJi)+Sin(4>,-)sin(1/1,-) cos(¢p;)sin(6;)sin(1p;) —sin(¢;)cos(;)  cos(¢;)cos(6;) } T
gl,P - m; ; "

If we have w; , = f; , + @; , as the overall system uncertainties in the position loop,
Equation (3) can be simplified to the following version:

Xip =
ip

= Siplhi T Wip,

Ui,p
i€[l,N] @
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Similarly, if we define x;,, = [¢;,0;, ¥:]" and v;; = [¢;,0;, 9], then the dynamics in
the attitude loop has the following expression:

xi,a = Uigq (5)
ﬁi,u = &8iaTi + Wi g, i€ [1/ N]

_ T
where w;;, = fi; + ;4 Wiy = [W;p, Wi, ;] and

. . R;
Uiy = Ji2)0ii/ Jie — Kigpi/ Jix Tix 1? 0 Ti1
fia = | Uiz = Jix)¢ii/ Jiy — Kig0i/ Tiy | + Sia = | O T, V| Tn= T2
ix = Jiy)$i0i/ Ii o — Ki i/ Jiz 0 0 4= T3

For the sake of convenience while analysing the cluster formation tracking behaviour
in later parts, it is still necessary to have a unified cluster dynamics expression. For the ith

UAV, define x; = [xgp, xga]T and v; = [vgp, vzﬂ]T; then, we have the following simplified
version:
xl - vl
. . (6)
v =ui+w; —§;, i€][l,N]
where we have u; = [(gi,pTi)T, (8i0am) T, w; = [wzp, wga}T and §; = [g;, 0,0,0]T.

To obtain the cluster expression, we define x = [x{, xg,. .., x{,]T, V= [v?, vg, ., UIT\,]T,
u="[ul,ul, . u}]T, w=[w],wl,.. .  wyTand g = (3], 4}, ...,g5] which further lead
to

X = vs.
. i} (7)
v=u+w-—-g

Definition 1 ([37]). Comnsider a vector X. We have a correlated continuous Lyapunov function
V(X). Then the vector X is said to be semi-globally uniformly ultimately bounded (SGUUB) if
V(X) satisfies V(X) = 0 only when || X|| = 0, and there exists a positive boundary bx and a time
tx(X(to), bx) such that |V (X)|| < bx forall t > tx and X(to) € Q¥, where tq is the initial time,
X(to) is the initial value of X and QY, is a compact set of X.

There are two sets of reference for each UAV to follow, the position reference and the
attitude reference. Throughout this paper, we use xf/ p € R3 and gbf € R! to represent the
position reference and the desired yaw angle for the ith UAV, respectively. The goal of this
article is to achieve semi-global uniform ultimate boundedness for each UAV’s position
tracking error and attitude tracking error, which is illustrated as

Jim [|x;, — x| < gy, Jim (g — 9 || < pa, Vai(to) € Qs ®)

where both i, and p, are small positive constants, and () is a compact set of x;.
The following assumptions are made for the system of Equation (7):

Assumption 1. The trajectory reference xflp and its derivatives %4 p and ¥4 p are all bounded and
accessible to the ith UAV. The yaw angle reference gbfl is bounded and known to the ith UAV.

2.2. Graph Theory

In this paper, the distributed communication topology of the multi-UAV system
is illustrated by a directed graph G = {R,E, A}, where R = {ry,r2,...,rN} represents
the set of nodes, E C R x R stands for the set of edges and A = [a;] € RN*N s the
adjacency matrix with nonnegative entries. An edge of the graph G is illustrated as
ejj = (ri,rj), which stands for edge points from node r; to node r;. Self-loops are not

considered in this paper, and a;; = 1if and only if ¢;; € E. We define degin(r;) = yN

j=1%ij
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to be the in-degree of the ith node, and the degree matrix of the graph is illustrated
as D = diag{degin(r1),degin(r2),...,degin(rn)}. The Laplacian matrix of the graph is
defined as L = D — A. If there always exists a directed path between a pair of distinguished
nodes, then the directed graph G is said to be strongly connected. The following lemma is
useful for the stability analysis of the proposed control scheme.

Lemma 1 ([38]). Let the graph G be strongly connected and B € R"*" be a non-negative diagonal
matrix with at least one positive element. The matrix (L + B) is considered as an irreducible
nonsingular M-matrix. Define

g=17192 ... qn]" = (L+ B) 'y

We then obtain that P = diag{p;} = diag{1/q,} is a positive definite matrix. Then the matrix Q
defined as Q = P(L + B) + (L + B)TP is symmetric and positive definite.

2.3. Artificial Nn Approximation

In this study two-layer artificial NNs were employed to estimate the overall system
uncertainty w;. According to the universal approximation theorem, a single-layer artificial
NN can be used to approximate the unknown function whose variables are restricted to a
compact set [39]. Hence, the uncertainty w; can be given in the following form:

w; = WiTcp(xi,vi) +€,Vx; €Qy, v, €0y, i=1,2,...,n

where ¢(-) is the activation function vector of the NN, W; is the optimal weight matrix,
€; is the bounded network approximation bias that satisfies ||e;|| < ey, €pr is a bounded
positive number and (), is a compact set of v;. To reduce the complexity of the NN
design, we chose the activation function as the identity function, which further leads to
¢(x;,0;) = [x],0]]T € R12X1, W; € R12%6 and ¢; € R°.

For the ith UAV, the NN estimation of w; is given as:

~

w; = W o(x;,v;) 9

where W; denotes the estimated weight matrix.
Define W; = W; — W; and w; = w; — @;. Then the estimation error w; is given as

@; = Wi g(x;,0;) + €
The following assumption is made to ensure the boundedness of the NN output:

Assumption 2. The optimal weight matrix W; is bounded such that ||W;||g < Wy is met for each
UAV, where Wy, is a positive constant.

Remark 1. In a practical task, the external disturbance may include functions that do not use the
system states x; and v; as variables. For example, the external disturbance @; can be a function that
only relates to the task time t (such as w; = sin(t)). However, since the system states x; and v;
are correlated with external variables such as t, and therefore can be expressed as a function whose
variables include the external variables, the external variables can also be seen as a function that
uses the system states x; and v; as its variables. Hence, we are still able to employ the NN to perform
a unified estimation of w;, which validates the implementation of Equation (9).

3. Main Results

In this paper, the robust formation control problem of multi-UAV systems is considered,
along with the collision avoidance issue when each UAV contains model uncertainty. To
reduce the complexity of the controller design, we propose to use a hierarchical two-level
formation controller design to separate the concerns.
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In high-level designs, virtual agents are generated according to the second-order
nominal model of UAVs to act as the reference generators that provide feasible commends
to the low-level design, and the low-level controllers are responsible for the actual motion
control of physical UAVs. A new neural-based observer design is also proposed in this
section for the estimation and compensation of the nonlinear model uncertainties.

3.1. High-Level Formation Controller Design

To ensure that the formation controller of each UAV is offered with a sufficient number
of state references, each high-level virtual agent is defined to have the homogeneous
second-order dynamics as follows:

where %; € R" and 3; € R" are the position and velocity information of the virtual agent,
respectively; i7; € R" is the control input of the virtual agent; and S(i1;, Uyy;) € R" is the
actuator saturation phenomenon. Define S(ii;(j), Upy;) to be the jth element of S(i;, Upy;).
Then we have

=
Il
]

ir

_ 10
(i1, Uys) (10

<
I
05

PP i(j) i) < Ui
Si(j), U) = .7, DS (11)
sign(;(j))Umi  [i(j)| > Umi
where U); is a positive constant that represents the saturation limitation.
Accordingly, we have the following cluster expression:
=0 (12)
o= S5(i1)

where N . T ) T ) T
S(a) =[S (11, Upn ), S (i, Unp), - .., S (fin, Upn)]
x=[x1,%7,... x5, 6=[0],0},...,04]"

Regarding the virtual system Equation (10), we define the high-level tracking errors
by and &,; as

P (13)

Then we have the virtual local formation tracking errors é,; and é,; as follows (respectively):

N
Cyi = ) Lijyj + bidy;
=1
N ) (14)
Zoi = Y lijoj + bibyi

=1

where b; is the ith diagonal element of B. Define A; to be a positive constant. Then the
virtual sliding surface is designed as

§i = Coi + AiS (8xi, To, Pe) (15)
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where 7, is a positive constant, i, is a very small positive constant and S(2yi, T, ) € R"
is a bounded smooth projection function whose jth element is expressed as:

T, + e (1 - exp(fe_;’d(j))) if 2y (j) > T

S(@xi(f), Terhe) = q &xi(j), if ()| < T (16)

e(oxp () —1) n, e < -

Then we have the time derivative of the virtual sliding surface as:
Si = i + Aidiag{Sy (exi, T, Pe) }eui (17)

where the jth element in S;(éy;, T, ) has the following expression:

eXP(TE — &il) >>, ifey(j) > %

e
Sd(éxi(]')/’fe/ll}e) = 1/ lf |€_x1(])‘ S 'l_'e
exp<f€t;_xi(])>, if e_xi(j) < T

Define S = [5],53,...,551, &x = [ely,el,, ..., e0 ] & = [}, 8Ly, ..., el ]Tand A =

diag{A1,...,An}; then the cluster expression is

g = e_z; + (/_\ & 13)5(6_)(/ TEI 1)[76)

Based on the discussions about the tracking error (Equation (13)) and the sliding
surface design (Equation (15)) of the virtual system (Equation (10)), we have the nominal
high-level controller design as follows:

apom = & — &5 — Adiag{S; (8xi, To, Pe) }ooi — Kiyi

where ¢; and k; are both positive constants.
To ensure that the amplitudes of the control input stay within the saturation limitation,
we have the following saturated high-level formation controller:

i = S(L—l?om, Tu, lpu) (18)

where T, and ¥, are both positive constants.
Now we are ready to present our result within high-level controller design:

Theorem 1. Consider the virtual cluster equation—Equation (10)—where Assumption 1 holds
due to the sliding surface design (Equation (15)) and the sliding mode controller (Equation (18));
the variables S, &x and 6y are all uniformly ultimately bounded (UUB).
Proof. Consider a Lyapunov candidate as follows:
1.1 U _
V1 = 55 P® 135 + §6x (PK) & Ig@x

where K = diag{ky, ky, ..., kn}.
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The time derivative of V; is given as:

V = STP® IS + 2L (PR) ® I3é,
= STP @ I3(6, + A ® Iydiag{S,(ex, T, Pe) }&») + E-(PK) @ I(S — (A @ I3) S (Ex, To, Pe))
= ST(P(L+ B)) ® I(d, + A ® Iydiag{S, (v, T, ¥e) }J5) + 21 (PK) ® IS
- _}(PKI_\) ® IBS(e_x, Tg, 4_]6)
First, we rule out the saturation phenomenon (Equation (11)) and have i; = @;'°™

instead to test if the nominal controller is able to ensure the uniform ultimate boundedness
of both 5; and &,;. Then we have the modified version of V; as:

Vi = —ST(P(L+ B)C) ® S — ST(PR) ® ey + &L (PR) ® IS
— el (PRA) ® S (&y, T, Pe)
= —ST(P(L + B)C) ® S — X (PRA) ® LS (ex, T, Pe)

By Lemma 1 and the inequality that S(x, T, Pe) < éx, we have the following norm
form:

Vi < —30(QC) | ~ o PRA)|S (20, T i)

Hence, we get that V; will remain negative until ||S|| = ||S(éx, T, ¥ )|| = 0 is achieved.
By the characteristics of the smooth projection function S (2x, T, §. ), || 2 || will also converge
to the value of 0. According to Equation (14), we have that ||6x|| = 0 is ultimately achieved
as well. By the definition of uniformly ultimately bounded (UUB) in [38], we have that
51|, l|ex|| and ||6x|| are all UUB, which indicates that the design of 7™ is able to achieve
convergence of the virtual tracking error.

If we recall the saturation phenomenon (Equation (11)) and the saturated controller
design (Equation (18)), similar results are also expected and the states ||S||, ||&x|| and ||Jx||
are all UUB, which completes the proof. [J

Remark 2. The virtual high-level agent Equation (10) is constructed with a saturation phenomenon
Equation (11) to ensure that the states %;, 0; and 1i; are a set of suitable and feasible reference vectors
to prevent the low-level UAV's from causing aggqressive motion (creating large pitch angles or
rotational angles [25]).

3.2. Neural-Based Observer Design

Differently from the high-level design, it is vital to consider the system uncertainties
w; for the low-level design. To maintain the robustness of the formation tracking process,
one popular way is to employ the neural-based observer designs [34,35] to estimate the
unknown terms and then perform compensation in the controller design. On the basis of the
work in [35], the sliding mode technique is integrated with an artificial NN to approximate
the unknown factor w; in system Equation (6).

Although the structures in [34,35] are effective for an arbitrary kind of uncertainty, the
design of only using the NN output as the estimation value relies too much on the accuracy
of the NN. In other words, if we were to use the designs in [34,35], then the difference
between @; and w; would be no less than €;, which illustrates their limitation. To overcome
this weakness, we propose to have an alternative way of analysing the problem. First, we
build up an imaginary second-order observation system according to the actual system

(Equation (6)):
{-A - (19)
Ui = il + U

where ii; is the imaginary control input, and vectors X; and 7; represent our estimations
of states x; and v;, respectively. As u; is the to be designed controller and g; is known in
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advance, the term g;u; is treated as the known dynamics for the imaginary system. By
comparing the difference between the imaginary system Equation (19) and the actual UAV
dynamics Equation (6), we have the following tracking error dynamics for the imaginary

system:
X =7
{J L (20)
U] = W; —u;

where X; = x; — X; and 7; = v; — 0; are applied.

In theory, we have w; = #i; when both ||X;|| = 0 and ||7;|| = 0 are satisfied. Hence,
our goal of building up an adaptive observer to estimate w; is also equivalent to designing
a tracking controller #I; that reduces the value of ||X;|| and ||7;|| as much as possible. To
achieve the uniformly ultimate boundedness of X; and v;, we define the observation sliding
surface as N

S, =0 + AiX; (21)
where A; is a positive constant.

We have the derivative of the observation sliding surface as

Si = Ui + AiX; = wj — il + A0

Based on our previous discussion about the artificial NN estimation of w; Equation (9),
we have the following neural adaptive sliding mode controller design for the imaginary
system:

i = Wl g(x;,01) + Aidi + &5 + ki (22)

where ¢; and E are both positive constants, and the update law of the NN is
Wi = mo(xi,v;)s] — n2|[Si| W, (23)
where 71 and 7, are both positive constants.

Now we are ready to present our result of the neural-based sliding mode observer
design.

Theorem 2. Consider the system of Equation (19), where Assumption 2 is satisfied by the observa-
tion sliding variable (Equation (21)), the NN estimation (Equation (21)), the adaptive neural weight
tuning law (Equation (23)) and the imaginary control input (Equation (22)). We have that the error
states 8;, X; and W; are all SGUUB if the compact set conditions of the NN hold such that we have
xi(t) € Qy and u;(t) € Q, when t > t; for the ith UAV.

Proof. Consider the following Lyapunov candidate:

Then we have the derivative of V5 as follows:
Vo = sl-Ts,- — n—tr{WiTWi} + kixiTxl-
1

e o~ 1 ~ A ~ Tl o~ L
=57 (w; — @ + A0;) — atr{WiTWi} +kix} (3 — M%)
(24)

B . 1 ~ i SR ~~
=3 (Wle(xi,v;) + e —&5:) — U—ltr{W,T(m o(x;,01)3] — ||| W)} — kidiX) %

= —&3T5; — k\ETR; + 5T + %Hautr{wf (W; — W;)}
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We can further modify Equation (24) into the following norm form:

. i ~a~ . 2 1~ ~ ~
Vo < —Gl[Sil* — kidil| %% + |I5ileas + %HSI'HHWiHF(WM — [|[Willg)

. _ _ WZ WZ
S - . 2 i~
< —GillSil* = kA%l + [18illem — ZT||Si||(||Wi||I% — Wl[Willp + TM - TM)
2
~ s P ~ 2 1= 1l (|l & Wm Wi~
< G2 — KA T2 + IS llem — 2|50 (IWi 12 — > )2+ 1 Mj5;]|
m Ukt
2
<~ e - 2Wig i~
< G5 B + 5 llens + T
< —xiHixi +Hix

where
X1 = |:|||,Sf|:|, Hi = [€M +772W1%/I/4171 0]

_fa 0
= [0 ki/\i:|

Hence, V5 is said to be negative when the following condition is met:

dmem + ”ZWI%/I

>
”Xl” 4771Q(Hl)

By Definition 1, we have that the vector )7 is SGUUB within the following neighbour-
hood: 5
dmem + 772W
Il < 2t 2 Wiy
4mo(H)

Q) = {X1

Hence, the error states s; and ¥; are both SGUUB. According to the Lyapunov stability
theory extension presented in [40], the correlated state W; is also SGUUB, which completes
the proof. O

As a result, we are confident to have ||@;|| < Wy, where W, is a positive constant, to
support our result in the low-level formation controller design.

3.3. Low-Level Formation Controller Design

Regarding the low-level design, we need to first focus on the position loop to provide
an essential reference for the attitude control loop [23]. Accordingly, the position loop
dynamics (Equation (4)) and the attitude loop dynamics (Equation (5)) of the ith UAV are
investigated for the low-level designs.

By Theorem 1, we have that the states ¥;, 9; and i; will converge to xﬁp, X5 g P
respectively. Hence, it is reasonable to use states ¥;, ¥; and i; to act as the references for the
ith low-level system. Define 4,; , and J;; , to be the low-level reference tracking errors as

follows:
Ovi = X — X
{ xi,p i,p _z ' (25)
(501-,,, =0y — 0, 1€ [1, N]

.d .
i
p and

Then we have the tracking error dynamics as:

Orip = Oui
.x1,p vi,p ) o (26)
Ovi,p = Qipti + Wiy — 1 — Zp, 1 € [1,N]
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Differently from the nominal system designs [35,41], we did not design u; directly
from the perspective of Equation (26). Instead, we first defined u; , = g; ,u; to denote the
nominal control input of the position loop. Then we could rewrite Equation (26) as:

é:xi,p = 5vi,p ) o (27)
Ovi,p = Uip + Wip — 1 — p, i € [I,N]

The position loop sliding surface is constructed as follows:
Sip = 5vi,p + /\fdxi,p (28)

where /\f is a positive constant.

The time derivative of the sliding surface is given as:

Sip = Svi,p + )\zp‘svi,p =Ujp +Wip — U + )\févi,p —83p

By the neural-based observer design, we have il; = @;, where @; = [@iTp,@-T T
represents our estimation of the system uncertainty w;.

Based on the discussion about the neural-based observer Equation (22) and the
potential-based position loop sliding variable (Equation (28)), we have the following nomi-
nal controller design:

=1 — Wy — Ay — k04— cFsi )+ G (29)
uz,p U; w’/P i“o,p ivx,p Cz slzp gp
where k! € R* and ¢/ € R*.

Now we are ready to present our results in the low-level nominal controller design for

the position loop Equation (4) of the ith UAV.

Theorem 3. Consider the nominal position loop dynamics of the ith UAV (Equation (4)), where
Assumptions 1-2 are satisfied by the neural-based observer (Equation (22)) and the nominal control
law (Equation (29)). The states 6, and s; , are both SGUUB if the compact set conditions of the
NN hold such that we have x;(t) € Qx and u;(t) € Oy, when t > t( for the ith UAV.

Proof. Consider the following Lyapunov candidate for the ith UAV:

kP
LT 5 (30)

— =T ..
Vip = 58i,pSip + 5 OxipOxip

The time derivative of the Lyapunov candidate (Equation (30)) is:

Vi,r’ = Sgps'ir’ kfé; p Osi P
= Szp((;m,p + A5y ) + KUY p(Sip — Alyin)
= st (Uip + Wip — 1 — Zp + ALy p) + K0T (50— Aldyip)
=50, (@i — Kl 0xip — cl'sip) = kIALSY 0xip + KI5 50

< = llsipll* + llsi pll @ — kAT 10|12

where w; , = w; , — W -
Alternatively, we have the following matrix form:

Vip < —x2Haxz + Haxz

where

o) el 5 )
’ Hyr = |w 0|, Hy = |}
" |:|§x1p|| 2= @ O H2= gy
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Hence, V;, p is guaranteed to be negative within the following region:

Wi
HXZH > Q(HZ)

By Definition 1, we have that the vector x, is SGUUB within the following region:

02 = < Wm
= {efiet < 5

As in the case of || x2||, the values of ||s; , || and [|dy;,
pletes the proof. [

After obtaining the nominal control u; ,, the next step is to use the flight control
techniques to calculate the reference for the row angle and the yaw angle. Inspired by [24],
with u;, = [u;x, 1y, u; ;]T, we have a new guidance law for Tl.d :

T4 — mMil
i cos(¢;)cos(6;)
(i sin(yf) — u;ycos(f))
gbf :arcsm< (u +u +z )1/2 )

u; ycos (Y- +u- sin(y?
TE— (9) + 1y <wl>)

(31)

Uiz

7z

After both 4)? and 9? are calculated, we can use the conventional approach of calculat-
ing the slope between the current value and the previous value to get the value of 4)?, cpf,
64,69, ¢ and §¢ as follows:

0,0,0]T t < tsep

Gin = x,(t) — x (t — totep) (32)
t> tstep

tstep

where (; 1 is the estimation of xd t represents the current time and fstep is the control step
size. Similarly, we have the followmg structure to get the second-order derivative as:

[0,0,0]T b < 2tstep
gi,z = Ci,l (t) B gi,l(t - tstep) ¢ (33)

> ttep

tstep

Accordingly, we have ¢;; = x and iy = x , when t > 2fge,. Similarly to the
position loop, define 6,; , and 6,; , to be the reference tracking errors in the attitude loop,
which further leads to p

{5xi,a =Xig — xi,a (34)
5vi,a = Ujg — 1ur i€ [1 N]

If we define u; , = g; ,u; to be the nominal control input for the attitude loop, we have
the error dynamics as follows:

{é’”’” G o (35)
(Svi,u =Ujg + Wig — xi,a/ 1 e [1/ N]
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Differently from the position loop, the vector 4,; , cannot be directly obtained because

4 is unknown to the ith UAV. Instead, the UAV can only gain access to the estimated error

xi,a .
vector dy; , as
5vi,u = 0jq — Ci,l
Accordingly, we have the actual sliding surface for the attitude loop as s; ; = ;i , +
A?dyiq, and the estimated sliding variable is given as

~

= 5vi,a + A?éxi,a (36)
where A is a positive constant. The time derivative of the actual sliding surface s; , is
. : d
Siag = 5111',11 + Agévi,a =Ujg + Wig — xi,g + /\?501',11

Based on our discussion about the neural-based observer Equation (22) and the esti-
mated attitude loop sliding variable Equation (36), we have the following nominal controller
design: R

Uiqg = gi,Z - z/51',11 - A?(Svi,a - k?(sxi,a - C%\i,a (37)

1

where k7 and cf are both positive constants.
Now we are ready to present our result in the low-level nominal controller design for
the attitude loop of the ith UAV:

Theorem 4. Consider the nominal attitude loop dynamics of the ith UAV (Equation (5)), where
Assumptions 1 and 2 are satisfied by the neural-based observer (Equation (22)), the first-order
differentiator (Equation (32)), the second-order differentiator (Equation (33) ) and the nominal
control law (Equation (37)). The states &; , and s; , are both SGUUB if the compact set conditions
of the NN hold such that we have x;(t) € Qb and u;(t) € O, when t > tg for the ith UAV.

Proof. Consider the following Lyapunov candidate.

1 k2
Vie = —shsi 4+ 6L &

*Zz,ala 2 xi,a®xi,a
Then we have the time derivative of V; , as

Vi,a: Sza+k5 5x1a

i“xia

= S;'l:u (5vi,a + Agévi,u) + ku&T (Sia - /\Zéxiu)

iYxi,a
T s as asT a

= Si,a(ui,a + Wig — xi,g + /\ vi u) + kz 5x1 a(si,a - )\i 5xi,a)

_ I (= a ag a N ayasT agT

= Si,a(wi,ﬂ —kidxia — ¢iSia+ Cin — xiu + A{ (Bvia — Ovia)) — ki Aj 0yiaOxia +kid

1 Xlll

(38)

where w; , = w;, — w; ,. We have §;; = xl 2 Gi2 = m, Ovia = (501-,“ and s;; = 5;, when
t > 2tstep. Therefore, Equation (38) should be rewritten as:

Vi,a = S}:a(@i,a - C?Si,a) k”/\'ffsgz a9xia
< —cfIsiall® + Dullsiall — KIAT 165 al1®
Similarly, we also have the following matrix form:

Vig < —Xx3Hsxs + Haxs

where |
s ~ c? 0
X3 |:”51a :| Hs = [wM O]/ Hz = |:é k?)\u:|
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Hence, Vla is negative within the following region:

Wy
Ix3ll > o(Hs)

By Definition 1, we have that the vector x3 is SGUUB within the following region:

lxsll < U(I-Aé,)}

0} = {X:s

As in the case of ||x3|, the values of |s; || and ||é4; .|| are both SGUUB, which com-
pletes the proof. [

As the position loop and the attitude loop are strongly coupled, a subtle fluctuation in
the output of any part of the controller design can lead to oscillation in the system states.
Regarding the designs covered by Theorems 14, there are two factors that can lead to
potential oscillations in the system’s control input:

1. The values of 9? and 4?;.1 are not guaranteed to be smooth because they are generated
by the reverse calculation (Equation (31)). Hence, the output values of the direct
derivative structures (Equations (32) and (33)) can be filled with chattering because of
the discontinuity of their input.

2. Before ||W; — W;||p is settled within a neighbourhood around 0, the output of the NN
is usually filled with oscillations [35].

Before we introduce the saturated and smoothed differentiator, we need to first make
the following assumption:

Assumption 3. The vectors xf , and xfl o are both bounded such that lim;—, 4« \xf’ < &1z and
iy, 400 |27, | < 2,15 are met simultaneously.

Consequently, we have the saturated and smoothed differentiator designs, as shown
in Algorithm 1, where I is initially set as 0. Accordingly, we have

gi,l = D<t5tepr taists xf{a, t, 511\/1)
2
Cin = D (2tstep, taife i1, 1, Cin)

where ¢4 is the differentiate step size.

To reduce the negative effect brought about by the fluctuations in the NN’s output,
the following observation introduction function is proposed to smoothly introduce the
uncertainty estimations @i,p and @; , into the low-level controller designs.

(39)

oo 1 exp(=n(t—"7))
f=1 1T +exp(—71(t —72)) 0)

where 71 and 1y, are both positive constants.
Hence, instead of using @; , and @; , directly, we have the following smoothed position
controller and attitude controller:

S, = i — f(O)@ip = A Soip — K} Srip — F'sip + &p (41)

1

u?,a = ‘:i,z - f_(t)@i,a - A?Zs\vi,a - kq‘sxi,a - C?§i,a (42)
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X V; 1

Algorithm 1: Saturated and smoothed differentiator D (tgelay, tdit, &hotem).

Input: tdelay/ tdlff’ é’l—;’ t’ CM
Output: ‘:(—)i—ut

if t S tdelay then
| ¢3.=1000T;

out —
else
if t Z lgtdiff then
g = (& —¢0) /taie
lg = lg +1;
else
‘ SLut = g(;ut ;
end
end
g(;ut = +(J)rut ;
in = Cin’

gg—ut = S(‘:j)_ut’ M) ;
Return &, ;

Ultimately, we have the following motion controller design:

51,5
gp ui,p

fi= gcos(¢;)cos(0;)

_ 1
T = 8jq Win

(43)

In all, the hierarchical formation controller is illustrated as Figure 1. Now, we are
ready to present our final result in the overall system design.

From the Higher Level

Information | e, e, Sliding
Exchange(s) Variable
~ (15)
i
s A
| Other Agents | O Si
Formation | X4 Xai Xa Error- 5\1’5\':‘ X Control Law it; | Plant | X;V; i;
Calculations H—> P
Reference (13) (18) (10) | To the Lower Level
1 %y
High-Level Controller
I Neural-Based Observer (22) Ic X Vi
;T
(& - - Y
., L Differentiator| .4 Wia
Sliding 39 Xia
Variable 69 Error
(28) Sip xldaT Calculations 5. (’)\
5 Position e 'd. x2, (34) xa el Attitude Overall
e Control |u,, u£ ance o Control | u;, | Control T; T;| Plant || %
5 — Law [ Salw 3\ Law > Law (ON|
rror 0upOup | 29 GD biay s, 37 43)
Calculations Sliding Le
(25) Variable
Low-Level Controller G6)
Xi Vi

Figure 1. Hierarchical control diagram.

Theorem 5. Consider a group of UAV's (Equation (7)) with a strongly connected communica-
tion topology, where Assumptions 1-3 are satisfied, by the high-level formation controller in
Equation (18), the smoothed low-level position loop controller in Equation (41), the smoothed low-
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level attitude formation controller in Equation (42) and the actual motion controller in Equation
(43). The values of ||x;, — xf,p | and ||y; — ¢4|| are both SGUUB if the compact set conditions of

the NN hold such that we have x;(t) € Qy and u;(t) € Q,, when t > t, for the ith UAV.

Proof. By Theorem 1, we have

. S d : Y T - T .
tim 5 -, =0, tim o -, =0, lim o, =0 @)

Since the value of the introduction function Equation (40) will converge to 1 ultimately,
the result and analysis related to Theorem 3 remain the same.

Although the smoothed design in Algorithm 1 will lead to differences between the set
{Ci1,Cip} and {xf o xflu }, the difference should be small and bounded if the value of g is
chosen properly. Suppose we have ||¢;1 — xf < E}w and ||Cip — x‘f < E%/p similar to the
proof of Theorem 4. We have that

Wy + (AL + )y + 8y
o(Hy)

im [l — ] <

(45)

where ‘311\/1 and 5%4 are both small positive constants.
With the actual motion controller chosen as Equation (43), we have that:

@+ (AT +c0)Ey + &
o(Hs)

| Bt (A E B,
Jim [[xi0 — x| < lg(H;)

i x| <
Jim x5 <

which matches the goal of this paper (Equation (8)) and concludes the proof. [

4. Simulation Results and Discussion

To justify the performance of the proposed hierarchical formation controller design,
comparative simulations based on a multi-UAV system were conducted.

Consider a multi-UAV system that contains six heterogeneous UAVs whose dynamics
are expressed as Equation (1). The system’s parameter values are given in Table 2, where
we have Kl' = Ki,x = Ki,y = Ki,z = Ki,(/, = Ki,9 = Ki,l[J'

Table 2. UAV system parameters.

UAV

Number m; (kg) R; (m) Jix(Ns?/rad) ]i,y(NSZ/rad) Jiz(Ns?/rad)  K;(Ns?/rad) v;
1 2.08 0.29 1.25 1.24 2.50 1.2 x 1072 51 x 1072
2 2.10 0.31 1.23 1.25 2.52 1.3 x 1072 52 x 1072
3 2.11 0.30 1.24 1.24 251 1.4 x 1072 49 %1072
4 2.10 0.32 1.23 1.26 249 1.1x 1072 51 x 1072
5 2.09 0.34 1.24 1.23 2.50 12 x 1072 48 %1072
6 2.12 0.33 1.25 1.26 2.53 1.3 x 1072 53 x 1072

The gravity constant ¢ was set to ¢ = 9.81. The communication topology of the system
was chosen as shown in Figure 2, and we used b; = 1 for i € [1,6].
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(18l

2.5

e

Figure 2. Communication topology.

The initial states are chosen as x1 , = fl,p =X =[4, 1,O]T, Xop=Xpp =% = 1,2, O]T,
x3,P = 56\3,11 = X3 = [_2/ _4,0]T, X4,p = 554,]9 = X4 = [—4, —1,0]T, x5,p = 56\5,}7 = X5 =
[-1.5,—1,0]" and x5, = X, = % = [0,—1,0]T. All the other states were set as zero
vectors or zero matrices when t = 0.

The position reference for the ith UAV was chosen as

x!, = [308(0.08t + (i — 1)7/3), 3sin(0.08t + (i — 1)7/3), 0.5+ 0157 (46)

The reference of the yaw angle was chosen as ¢ = 0. The system uncertainties were
chosen as follows:

W; p = [0.6sin(0.3t +i71/6), 0.8sin (0.2t +irr/5), 0.9sin(0.2¢ + in/4)]"
@; 5 = [0.1sin(0.5¢t — i7/6), 0.08sin(0.6t — i7r/5), 0.06sin (0.4t — irr/4)]"

The parameters of the high level controller were chosen as Uy; = 02, & = 0.5,
e =0.05,¢;=1,A; =2,k; = 1.5, T, = 0.19 and ¢, = 0.01. To illustrate the effectiveness of
the high-level formation controller (Equation (18)), the norms of the high-level error-related
vectors &,; and §; are given in Figures 3 and 4, respectively.

T T T T
‘ UAV ] ==~ UAV 2 —UAV 3 ---UAV 4 ----- UAV 5 —UAV 6

| | | | |

25 30 35 40 45 50
Time (Second)

Figure 3. Norms of high-level reference tracking errors.
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e

Error norm

I I I I
UAV | === UAV2 —UAV3 ---UAV 4 -~ UAV 5 —UAV 6

o1 | | L | |

20 25 30 35 40 45 50
Time (Second)

Figure 4. Norms of high-level sliding variables.

Although the performance of the sliding mode controller (Equation (18)) was affected
by the saturation phenomenon (Equation (11)) and obvious state overshoots can be noted,
the uniform ultimate boundedness of both §,; and 5; was still achieved simultaneously,
which validates the results presented in Theorem 1.

The parameters of the neural-based observer were selected as 7\1- =2, =4, E =4,
51 = 20 and 57, = 0.5. Define || %], ||3]| and ||d|| as follows to represent the overall state ob-
servation error norm, overall observation sliding variable norm and uncertainty estimation
error norm, respectively.

1l =

Then we have the values of || %], ||3]| and ||d|| as shown in Figure 5, where we found
that all three norms are SGUUB for 2 x 10~3. Hence, Theorem 2 was verified. However,
both overshooting and chattering were observed in the output of the neural-based ob-
server within the first 2 s, which validates our motivation of employing the observation
introduction function Equation (40).

2.5

l | | L ] | | |

4 6 8 10 12 14 16 18 20
Time (Second)

Figure 5. Effectiveness of the neural-based observer.
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Low-level error-related variable norms

The parameters of the low-level position controller were chosen as /\f =2, cf =2and
kl’-’ = 2; and the parameters of the low-level attitude controller were selected as Af = 2,
¢! =4 and k} = 4. To illustrate the stability of our low-level controller design, we define
error norm vectors ||0y |, |sa]| and ||sp|| as follows:

7 ||5x,p

||5x,a“ =

N N N N
Y Mol Nl = | 3= 10uip I lsall = | Y- lisall llspll = | 3 lsip 2
1=1 1=1 1=1 =1

The trends of ||Jyx,4

s 16x,p1l, l|sa]l and ||sp|| are recorded in Figure 6, where they are

SGUUB for4 x 1074,7 x 107%,3 x 10~% and 1.5 x 10~3. Hence, the both Theorem 3 and 4
are valid.

(6.0l
----- (16l
—llsall T

— syl

25 30 35 40 45 50
Time (Second)

Figure 6. Effectiveness of the low-level controller.

To prove that the observation introduction function (Equation (40)) and the saturated
differentiator (Algorithm 1) help attenuate the chattering in the control input, the following
two comparative simulations were conducted:

1.  The original controller (TOC) where both Equations (32) and (33) are employed to
provide the derivatives of the attitude reference xf{ ,- The derivatives are saturated
with ¢;1 = 8(6i1,0.2) and &2 = S(8;2,0.1).

2. The smoothed controller (TSC) where the observation introduction function Equation (40)
is employed with y; = 4 and v, = 2, and the attitude reference derivatives are ob-
tained as

gi,l = D<tstepr 10tstep/ xgur t, 0-2)/ éi,z = D(Ztstep/ 10tstepr gi,lz £ 0-1)

where the overall controller is chosen simultaneously with Equation (43). Furthermore, we
have the results shown in Figures 7 and 8.
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Figure 7. Control inputs of TOC.
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Figure 8. Control inputs of TSC.

As the introduction function (Equation (40)) is not used in the TOC design, more chat-
tering was observed in the control input for the first 4 s. Besides, the TSC design was found
to have smoother control input ultimately (see UAV 2 and 6) due to the implementation of
the smoothed differentiator (Algorithm 1). Therefore, the effectiveness of the TSC design
and its superiority over the TOC design are both illustrated.

Finally, define xg = [x‘f,p, xg/p,. .., x‘l’l\,,p]T and x, = [xllp, X2pseees xN,p]T to represent
the overall formation reference and the actual position of the multi-UAV system, respec-
tively. Then we have the norm of the overall reference tracking error of the system with
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TSC design, as shown in Figure 9, where the semi-global uniform ultimate boundedness of

llxp — x% || proves the validity of Theorem 5.

35

2.5

d
P

le—a

1.5

0.5

10 15 20 25 30 35 40 45 50
Time (Second)

Figure 9. Norm of the overall reference tracking error.

The trajectories of all UAVs are given in Figure 10 to illustrate the movement and
formation status of the entire system. According to Equation (46), the desired formation
is a rotating circle that keeps on elevating (see the dotted grey circle). In Figure 10, each
UAV successfully reached its position reference within bounded error to form the desired
formation, which illustrates the effectiveness of the proposed design structure in Figure 1.
The angular status of each UAV is also given in Figure 11 to indicate that the saturation
phenomenon employed in the higher level helps restrict the pitch and roll angle within
[—30°,30°] to further reduce the aggressive motion of each UAV.

UAV 1 —UAV2 —UAV3 —UAV4 —UAVS5 —UAV6 -~ -Reference‘

t=0s t=50s

0

6 -6

X (m) Y (m) X (m)

Figure 10. Illustration of system formation and individual trajectories.
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Figure 11. Trends of angular states.

5. Conclusions

In this paper, the robust formation control problem for a group of UAVs with system
uncertainties was investigated. A neural-based hierarchical formation controller was pro-
posed to ensure the semi-global uniform ultimate boundedness of the system’s formation
tracking error. A cluster of saturated high-level agents were defined to act as the smooth
reference generator, and a saturated sliding mode controller was proposed to ensure the
convergence of the high-level tracking errors. The sliding mode technique was further
integrated with the neural-based observer structure to estimate system uncertainties in
both the position loop and the angular loop. Adaptive sliding mode observers were then in-
troduced for both position and angular loops to perform adaptive estimation of the system
uncertainties. To reduce the chattering and oscillation in the control input, a combination of
the smoothed differentiator and the observation introduction function is employed for each
UAV. The effectiveness of the robust and adaptive hierarchical formation control scheme
was validated by both theoretical analysis and comparative simulations.
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