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Abstract: In this study, monocrystalline silicon was ablated by a single 1030 nm femtosecond laser
pulse. Variable laser fluence (0.16–3.06 J/cm2) was used, and two ablation thresholds (0.8 and
1.67 J/cm2) were determined experimentally. A two-temperature model was established based on
the dynamic optical model, the carrier density model, and the phase explosion model for comparison
with experimental results. The melting (0.25 J/cm2) and vaporization (0.80 J/cm2) thresholds were
determined when the lattice temperature reached melting and boiling points, so as to overcome the
latent heat. Finally, the ablation depth was calculated using the phase explosion model, and the
ablation threshold was 1.5 J/cm2. The comparisons show that the proposed model can predict the
ablation depth obtained by a single femtosecond laser pulse.
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1. Introduction

The femtosecond laser has attracted significant attention in research, given its fea-
tures of minimal heat-affected zones and precision machining, as well as its wide range of
applications on various materials. In practical use, re-crystallization [1] and surface textur-
ing [2–5] can be conducted in a relatively low-fluence regime, while micro-machining [6,7]
and cutting [8] can be conducted in higher-fluence regimes. According to the high peak
power intensity, silicon and dielectric materials can also be machined by a non-linear
absorption process [9].

There have been many experimental and theoretical studies on femtosecond laser
irradiation on silicon (Si). For experimentation, the ablation threshold, surface morphology,
and physical/chemical properties have been investigated using different laser parameters,
such as wavelength, pulse duration, and laser pulse numbers [10–16]. Bonse et al. [10] used
an 800 nm femtosecond laser to irradiate Si with different pulse numbers, and proposed
the modification threshold and the ablation mechanism. Borowiec et al. [11] used scanning
electron microscopy (SEM), transmission electron microscopy (TEM), and atomic force
microscopy (AFM) to measure the Si ablated by a single femtosecond laser pulse. The
ablation threshold was defined in terms of the removal of materials observed by SEM.
Moreover, they also proposed that no extended defects were found regardless of whether
low fluence or high fluence was used. Sikora et al. [12] used a picosecond laser of different
wavelengths (343, 515, and 1030 nm) to irradiate Si; the ablation thresholds were 0.01, 0.15,
and 0.83 J/cm2, respectively. Zayarny et al. [13] used two different wavelengths (515 and
1030 nm) with varied pulse durations (0.2–12 ps) to process Si. They found that the ablation
threshold is irrelevant to pulse duration at a 515 nm wavelength. However, at a 1030 nm
wavelength, the ablation threshold was 0.9 J/cm2 when the pulse duration was 12 ps. When
the pulse duration was decreased to 0.2 ps, the ablation threshold was decreased to around
0.32 J/cm2. The two-photon absorption effect was significantly affected during lasing.
Agranat et al. [14] proposed the melting and ablation threshold of Si and GaAs by using a
femtosecond laser with a wavelength of 1240 nm. The melting and ablation thresholds of
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silicon were 0.2 and 0.33 J/cm2, respectively. Hwang et al. [15] investigated the ablation
efficiency by using a single 800 nm femtosecond laser to ablate silicon. Two ablation regimes
were proposed, and the two ablation thresholds were 0.458 and 0.637 J/cm2. The ablation
efficiency started to decrease when the fluence was higher than 10 J/cm2. The air plasma
absorbed the laser energy and caused the ablation efficiency to decrease. Ionin et al. [16]
used different fluences to machine Si and proposed melting, spallation, and fragmentation
thresholds. Smirnov et al. [17] investigated ablation efficiency in different mediums (air
and water). A 515 nm single-pulse femtosecond laser was used to irradiate silicon. The
ablation efficiency in the air decreased with decreased pulse duration, and vice versa.

In theory, the Boltzmann transport equation with the two-temperature model (TTM)
can describe the laser–silicon interaction. Van Driel et al. [18] examined the phenomenon
of Si excited by IR and green picosecond lasers, and the behavior of the melting threshold
under varied pulse durations. They observed that the melting threshold did not vary
significantly with pulse duration in green wavelengths, while in IR wavelengths, the pulse
duration significantly influenced the melting threshold due to the two-photon absorp-
tion and free-carrier absorption effect. Chen et al. [19] investigated the temporal carrier
density, electrons, and lattice temperature. They predicted melting thresholds under dif-
ferent pulse durations, supported by experimental results. In addition, the Drude model
was added to describe the dynamic optical properties and enhance the accuracy. Rämer
et al. [20] compared the dynamic optical properties calculated by three different electron–
phonon collision frequencies and determined the melting threshold. Their predicted
melting threshold matched with the experimental results when the collision frequency was
temperature-dependent.

Although many studies have discussed the laser–silicon interaction, there is no consen-
sus on the definition of melting and ablation thresholds. For the melting threshold, some
studies found that Si melts when the carrier density reaches a critical density [19,21]. The
problem of melting latent heat should be solved [18]. In fact, the lattice temperature reach-
ing the melting temperature was also considered to be a melting threshold [20]. For the
ablation threshold, Wu et al. [22] proposed that Si is ablated when the lattice temperature
reaches the separation temperature. They predicted the ablation depth in a high-fluence
regime (5–35 J/cm2), and at the pulse duration of 120 fs, the results agreed with experimen-
tal results. Tsibidis et al. [23] predicted the laser-induced periodic surface structures (LIPSS)
profile by using the TTM with a hydrodynamic model and a phase explosion model. When
the lattice temperature reached 0.9 Tcr (Tcr is the critical point temperature), the material
was ejected with a mixture of gas and droplets. The ablation depth and the period of LIPSS
were consistent with experimental results. Moser et al. [24] compared experimental results
and theoretical results by using a 1030 nm femtosecond laser to ablate Si with varied fluence
(1–10 J/cm2). They suggested that the Si was ablated when the lattice temperature reached
the vaporization temperature, and overcame the latent heat of vaporization. The theoretical
results were consistent with the experimental results. Chen et al. [25] used a 2D model to
predict the ablation profile, and compared it with experimental results obtained using a
1040 nm femtosecond laser. The ablation condition was used to find the isotherm contour,
which was similar in shape to that of the ablation profile. Lastly, ablation occurred when
the lattice temperature reached 4975 K. Vaghasiya et al. [26] used TTM with constant optical
properties to simulate silicon irradiated by a single green femtosecond laser with a fluence
of 0.75 to 9 J/cm2. Two ablation mechanisms were used. One was non-thermal ablation,
which occurred when the carrier density reached a critical density; the other was the phase
explosion mechanism. Feng et al. [27] used the pump–probe technique to measure the
change in dynamic reflectivity under a 1030 nm femtosecond laser, and predicted electron
plasma generation and dynamic reflectivity using the TTM and Drude models. They found
that the reflectivity evolution depended highly on laser fluence.

In summary, several methods can be used to determine the phase transition and
ablation depth. In this study, the carrier density model and TTM with a dynamic optical
model were used to describe the phenomenon during lasing and define the phase transition,
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ablation threshold, and ablation depth. The melting (mth), vaporization (vth), and phase
explosion (phth) thresholds were determined. For mth and vth, the phase transition was
completed when the lattice temperature reached the melting point (Tm) and boiling point
(Tb), and overcame the latent heat of melting (Lm) and vaporization (Lv), respectively. In
the final stage, the phase explosion was considered the ablation mechanism in this study.
When the lattice temperature reached 0.9 Tcr (7132 K), calculation of the ablation depth
began. In the experimental part, a single 1030 nm femtosecond laser pulse was used to
ablate Si, and results were compared with the simulation results. The fluence used was
around 0.16–3.06 J/cm2.

2. Materials and Modeling Method
2.1. Experimental Setup and Sample Analysis

Figure 1 presents the schematic of the experimental setup and the process of interaction
of the fs laser with the silicon. Polished non-doped monocrystalline Si <111> was used
for processing in this study. Figure 1a is the schematic of the experimental system. A fiber
femtosecond laser (KASMORO, mRadian Inc, Hsinchu, Taiwan), with a wavelength of
1030 nm, a repetition rate of 100 kHz, a pulse duration of 421 fs (FWHM), and an average
laser power of 2 W was used. An electronic shutter was utilized and triggered to conduct
the single pulse. The rising/falling time of the shutter provided by the laser company
was about 100~200 ns. Therefore, to control only one pulse laser selectively, the switching
time of the shutter was set at 16 µs, which is slightly higher than the pulse separation
time of 10 µs by repetition rate 100 kHz. The output laser spot size was 2.2 mm. The laser
beam was reflected by a series of reflective mirrors and focused by an F-theta lens with
f = 100 mm. The sample was mounted on an x–y platform.
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Figure 1. Schematic of the experimental setup and the modeling process: (a) the experimental system,
(b) the light field of the fs laser’s interaction with silicon, and (c) the heat field of the fs laser’s
interaction with silicon.

Laser power was measured by a power meter (919P-050-26, Newport, Irvine, CA, USA).
A laser power of 1.478–0.282 W was used in this study and the pulse energy (0.76–14.78 µJ)
was calculated. The effective focal spot size was 35.1 µm, which was determined by
the D2 method [28]. The effective input fluence on the sample surface was determined
(0.16–3.06 J/cm2). Before experimenting, the profile of the beam focused by the f-theta
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lens was checked using a beam profiler. The results showed that the beam profile had a
near-Gaussian distribution, and no obvious hotspots existed.

After the experiment, the sample was cleaned with deionized water in an ultrasonic
bath. Scanning electron microscopy (SEM; Hitachi SU-8010, Tokyo, Japan) and AFM (Bruker
ICON, Billerica, MA, USA) were used to measure the ablation profile. The AFM mapping
area was 50× 50 µm. After checking all AFM data, the deepest point in the mapping area
was considered the ablation depth.

2.2. The Modeling

When using a femtosecond laser to irradiate the Si, electron–hole pairs were generated
by a single- or two-photon absorption process, depending upon the photon energy and
the bandgap energy. The electron in the conduction band absorbs the photon energy and
causes the free-carrier absorption. At the same time, a part of the electron in the conduction
band recombines via the Auger process, and some new electron pairs are generated by
impact ionization. The Boltzmann transport equation and TTM were used to describe
the process [18]. The schematic of electron–hole generation during femtosecond laser
irradiation is shown in Figure 1b.

To calculate the carrier density (ne) in the conduction band, the single- and two-
photon absorptions, Auger recombination, impact ionization, and ambipolar diffusion
must be considered:

∂ne

∂t
=

αI(z, t)
hω

+
βI(z, t)2

2hω
− γn3 + θne −∇(D0∇ne) (1)

In Equation (1), the first two terms on the right-hand side represent the single- and two-
photon absorptions. The third (γn3) and fourth terms (θne) denote the Auger recombination
and impact ionization, respectively. The final terms denote carrier diffusion. Here, I is the
laser intensity, hω is the photon energy, α and β are the single- and two-photon absorption
coefficients, respectively, γ is the Auger recombination coefficient, θ is the impact ionization
coefficient, and D0 is the ambipolar diffusion coefficient.

In the femtosecond laser process, the temporal evolution of the electron and lattice
temperature was described using the TTM [18]. In semiconductors, the dynamic carrier
density and the varied bandgap energy must be considered in the TTM, as shown below:

Ce
∂Te

∂t
= ∇·(Ke∇Te)− G(Te − Tl) + S(z, t)− ∂ne

∂t
(
Eg + 3KBTe

)
− ne

(
∂Eg

∂ne

∂ne

∂t
+

∂Eg

∂Tl

∂Tl
∂t

)
(2)

Cl
∂Tl
∂t

= ∇·(Kl∇Tl) + G(Te − Tl) (3)

In Equations (2) and (3), C is the heat capacity, K is the heat conductivity, G is the
coupling factor, S is the laser heat source term, Eg is the bandgap energy, and the KB is
the Boltzmann constant. Subscript e and l represent the electron and lattice, respectively.
The thermal parameters used in Equations (2) and (3) need to be modified when the
phase changes. In the liquid state, the heat capacity and heat conductivity were modified.
However, there were no measurement data for these parameters in the vapor state; hence,
the parameters of the liquid state were used to simulate the subsequent heating process in
the vapor state.

When a laser irradiates the sample surface, a part of the laser intensity is reflected by
the sample surface, while another part of the laser intensity is absorbed and propagated
into the sample with exponential decay. However, when a femtosecond laser irradiates Si,
electrons absorb the photon energy and increases the kinetic energy, thereby causing an
electron–electron collision and inducing changes in the optical properties. The dynamic
optical properties must, therefore, be considered. After that, the temporal laser heat source
that is propagated into the sample can be calculated. The schematic of the laser absorption
process is shown in Figure 1c. In general, the Drude model can be used to simulate the
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dynamic optical properties when the Si is excited by a femtosecond laser. The Drude model
is shown below [22]:

ε = 1 + (εr − 1)
(

1− ne

n0

)
− nee2

ε0meω2
1

1 + iv/ω
(4)

where εr is the dielectric constant when the material is at 300 K, n0 is the electron density
of the valance band, e is the electron charge, ε0 is the permittivity of vacuum, me is the
effective electron mass, ω is the laser frequency, and v is the collision frequency.

After obtaining the dynamic dielectric constant, the refractive index n and extinction
coefficient k can be determined by Equations (5) and (6). It is assumed that the laser pulse is
normal to the sample (along the z axis), and the dynamic surface reflectivity and free-carrier
absorption coefficient can be determined using Equations (7) and (8) [29]:

n =

√√√√Re(ε) +
√

Re(ε)2 + Im(ε)2

2
(5)

k =

√√√√−Re(ε) +
√

Re(ε)2 + Im(ε)2

2
(6)

R(0, t) =
(n− 1)2 + k2

(n + 1)2 + k2
(7)

αFCA =
2ωk

c
(8)

In Equation (8), c is the speed of light in a vacuum.
Assuming that the laser pulse is normal to the sample surface, the surface laser

intensity with dynamic reflectivity can be expressed as Equation (9):

I(0, t) = 0.94× [1− R(0, t)]× F
tp

·exp
−2.77( t

tp )
2

(9)

where R(0, t) is the surface reflectivity determined by Equation (7), F is the laser fluence,
and tp is the FWHM pulse duration of a Gaussian pulse.

When the laser intensity propagates into the material along the z axis, the laser
attenuation can be obtained by solving the following ordinary differential equation:

∂I(z, t)
∂z

= −(αSPA + αFCA)I − βI2 (10)

where αSPA is the single-photon absorption coefficient, αFCA is the free-carrier absorption
coefficient obtained by Equation (8), and β is the two-photon absorption coefficient.

In summary, the total laser heat source term described in Equation (2) can be expressed
as follows:

S(z, t) = αtotal I(z, t) (11)

where αtotal is the αSPA + αFCA shown in Equation (10) and I(z, t) is the intensity along the
z axis depending on the dynamic optical properties.

In this study, the intermediate regions of the solid–liquid and liquid–vapor interfaces
were neglected for convenience of calculation. For the criteria of melting and vaporization
thresholds, we considered that when the lattice temperature (Tl) reaches melting (Tm) and
boiling temperatures (Tb), and the latent heat of melting (Lm) and vaporization (Lv) can be
overcome, respectively, the material transitions from solid to liquid and liquid to vapor.
It is noted that when the lattice temperature reaches Tm or Tb but Lm and Lv are not yet
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overcome, the lattice temperature can be set at Tm or Tb. The lattice temperature increases
again when Lm and Lv are overcome.

A previous study [30] proposed that phase explosion is the primary ablation mecha-
nism in the femtosecond regime. Thus, in this study, phase explosion was considered the
main ablation mechanism. When Tl reached 0.9 Tcr, calculation of the ablation depth began.
All the thermal and optical parameters used in this study are shown in Table 1.

Table 1. Model parameters.

Thermal and Electrical Properties

Solid Phase

Ce
(
J/cm3 K

)
3neKB

Cl
(
J/cm3) [19] 1.978 + 3.54× 10−4Tl − 3.68T−2

l

Kl (W/cm K) [19] 1585T−1.23
l

Ke (W/cm K) [19] 1.6× 1011 ×
(
−3.47× 108 + 4.45× 106Te

)
me(kg) 9.11× 10−31

τe (fs) [19] 240·
(
1 + ne/6.0× 1020cm−3)

γ
(
cm6/s

)
[19] 3.8× 10−31

θ
(
s−1) [19] 3.6× 1010 exp

(
−1.5Eg/KBTe

)
D0
(
cm2/s

)
[19] 18·(Trm/Tl)

Eg (eV) [19] 1.16− 7.02× 10−4T2
l /(Tl + 1108)− 1.5× 10−8n1/3

e

αSPA
(
cm−1) [31]

−58.95 + 0.6226× Tl − 2.3× 10−3 × T2
l + 3.186× 10−6 × T3

l +

9.967× 10−10 × T4
l − 1.409× 10−13 × T5

l

β (cm/GW) [24] 9.0

αFCA
(
cm−1) Calculated by Equation (8)

Liquid phase

Ce
(
J/cm3 K

)
10−4 × Te

Cl
(
J/cm3) [19] 1.06× ρ

Kl (W/cm K) [19] 0.5 + 2.9× 10−4 × (Tl − Tm)

Ke (W/cm K) [32] 67× 10−2

τe (fs) [19] 10−12

ρ
(
g/cm3) 2.54

εr (at 1030 nm) 12.709 + 0.0017149i

Trm (K) 300

Tm(K) 1687

Tb(K) 3583

Lm
(
J/cm3) [23] 4206

Lv
(
J/cm3) [23] 32,020

Tcr(K) [22] 7925

In the numerical simulation, the thickness of the material was set at 5 µm which is
larger than the carrier diffusion depth (3 µm) [18]. The number of grids was 1000, and
the grid size was 5 nm. The 1D finite difference method was used in this study [19]. The
initial electron, lattice temperature, and carrier density were set at 300 K and 1× 1012 cm−3,
respectively. The plasma shielding effect was not considered in this study.
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3. Results and Discussion

In this section, the experimental results and simulation results are compared. For
experimentation, the fluence used was 0.16–3.06 J/cm2. The two ablation thresholds were
obtained by the relationship between laser fluence and ablation depth. In the modeling
part, first, the thresholds of melting (mth), vaporization (vth), and phase explosion (phth)
were proposed. Then, the temperatures of the electron (Te) and lattice (Tl), the carrier
density (ne), and the dynamic optical properties (R and αFCA) were proposed. Here, the
fluence used to calculate the ablation depth was 1.50–3.06 J/cm2. Finally, the ablation depth
determined by modeling was compared with the experimental results.

3.1. Experimental Results

Figure 2 presents the 3D AFM images, and the crater profiles obtained by laser fluence
were 1.04, 2.43, and 3.06 J/cm2. The width and depth of the crater increased with the
increase in fluence. The deepest ablation depth was around 110 nm. Some small holes
were observed in the laser-irradiated area; the phenomenon was similar to that reported
previously [10]. When the Si absorbs the laser intensity, the surface layer is overheated and
removed by phase explosion. The remaining liquid layer underwent normal boiling, and
inhomogeneous nucleation bubbles occurred simultaneously [33].
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Figure 2. (a–c) are the AFM images obtained by different fluences: (a) 1.04 J/cm2, (b) 2.43 J/cm2, and
(c) 3.06 J/cm2 and (d) is the AFM profile obtained by these fluences.

As shown in Figure 3, some nanoparticles existed on the sample surface, which might
affect the ablation process in a low-fluence regime and cause misestimation. This study,
thus, adopted an ablation depth above 10 nm for analysis. Referring to the previous
results [24,34], the ablation depth was plotted as a function of input laser fluence. Figure 3
shows the semi-logarithmic plot of the ablation depth against the laser fluence. The ex-
perimental data indicated that the curve fitting resulted in two straight lines, which can
be defined as two different ablation regimes [24]. The ablation threshold can also be de-
termined when y is set to zero. The two ablation thresholds were 0.8 and 1.67 J/cm2.
The ablation depth and the ablation threshold are similar to those in earlier published



J. Manuf. Mater. Process. 2023, 7, 68 8 of 14

results [24]. In the lower-fluence regime, the slope of the fit function (solid line) corre-
sponded to the optical penetration depth, which is about 49 nm, and close to the previous
results of 52 nm [24]. On the other hand, when the fluence increased, the penetration depth
was driven by electron heat diffusion. Therefore, the effective penetration depth increased
to 135.85 nm, which is also close to the previous results of 135 nm [24].
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3.2. Simulation Results

In this section, the temporal properties of ne, Tl , and Te as well as the optical properties
were calculated by Equations (1)–(8) with different input fluences. Figure 4a presents the
time evolution of Tl on the front surface of the sample, which was calculated with fluences
0.25, 0.8, and 1.5 J/cm2. These three fluences represented mth, vth, and phth, respectively.
The two square spots shown in Figure 4a represent the timing of Tl reaching Tm at 1.8 ps,
and overcoming Lm at 99.95 ps when the fluence was 0.25 J/cm2. After that, the silicon
transitioned to a liquid state and the lattice temperature increased again. When the fluence
was 0.8 J/cm2, Tl overcame Lm and Lv at 1.85 ps and 373.6 ps, respectively. The material
transitioned from solid to liquid and from liquid to vapor. When the fluence was 1.5 J/cm2,
as shown in Figure 4b, Tl overcame Lm and Lv at 1.3 ps and 82 ps, respectively. Then, Tl
increased again and reached 0.9 Tcr (7132 K) at 115 ps. At that time, phase explosion began,
and the ablation depth was calculated. At 179.7 ps, Tl started to decrease as the thermal
equilibrium was established. Tl decreased with Te.
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After obtaining the threshold of the phase transition by the proposed model, we
compared the simulation results with the experimental results. First, for the melting
threshold, the mth (0.25 J/cm2) calculated by the simulation in this study was matched with
previously published results (0.26 J/cm2 [10] and 0.27 J/cm2 [35]). The vth (0.80 J/cm2) was
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matched with the threshold (0.80 J/cm2) mentioned in Section 3.1. The phth (1.5 J/cm2)
calculated in this study was close to the threshold (1.67 J/cm2) obtained in our experiments.
The threshold of phase transition obtained by simulation was in good agreement with the
experimental results.

Figure 5 presents the temporal evolution of the reflectivity, free-carrier absorption
(αFCA), and ne obtained by two different fluences. As shown in the figure, ne is highly
different between the two fluences. When a high fluence was used to excite the Si, there
were more electrons transiting from the valance band to the conduction band, and more
free carriers were generated to induce higher ne. As shown in Figure 5a, the reflectivity
was highly associated with ne. When ne started to increase, the reflectivity decreased to
a minimum. As ne reached its maximum and began to drop, the reflectivity also reached
a maximum and started to decrease. When the fluence was 0.25 J/cm2, the reflectivity
decreased to 0.25 at 1.05 ps, and increased to 0.85, and then decreased slowly. However,
when the fluence was 3.06 J/cm2, the reflectivity decreased to a minimum at 0.85 ps and
increased quickly to 0.95, and slowly decreased. On the other hand, αFCA had a strong
correlation with ne. Irrespective of the fluence used to excite the Si, the upward and
downward trends of αFCA were similar to those for ne. Because more free-carriers were
generated at a high fluence, the maximum of αFCA had a distinct difference. At a low
fluence, the results of dynamic reflectivity and αFCA were similar to those mentioned in
previous studies [20].
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laser fluences: (a) Dynamic reflectivity and (b) Free-carrier absorption coefficient.

Although the trend of the reflectivity was similar to previous results, the maximum
reflectivity (0.8 and 0.95) calculated by the Drude model used in this study was higher than
results (0.72) in other studies [36,37], which were obtained by the pump–probe method. It
can be explained by the following reasons: First, the bandgap renormalization effect, which
could enhance the interband transition and cause more electron transition from the valance
band to the conduction band [37], was not considered in this study. Second, the ambipolar
diffusion coefficient (D0) used in this study was dependent on the lattice temperature.
However, according to an earlier publication [38], the ambipolar diffusion coefficient varied
with ne. D0 can reach 10–100 cm2/s when ne = 1020 − 1021 cm−3. Therefore, the temporal
carrier density calculated in this study was slightly misestimated; thus, the reflectivity was
higher than the experimental results [36,37].

Figure 6 presents the time evolution of Te and ne obtained with a fluence of 0.25 J/cm2.
The magnified green square in Figure 6a is presented in Figure 6b. As shown in Figure 6b, Te
started to increase and reached a plateau at 0.4 ps. Then, at 0.6 ps, Te increased significantly
and reached a maximum at 1.3 ps as shown in Figure 6a. After that, Te decreased with
the decrease in laser intensity. The phenomenon was similar to previous results [20].
Single-photon absorption caused the first increase. At this moment, the bandgap was
not overcome. For the second increase, the two-photon absorption and the free-carrier



J. Manuf. Mater. Process. 2023, 7, 68 10 of 14

absorption processes dominated the laser intensity and caused a dramatic increase in Te.
On the other hand, ne varied with the laser intensity; it reached a maximum at 1.8 ps,
which is slightly slower than the point at which laser intensity reached its maximum, and
then decreased slightly. The maximum was 6×1020 cm−3. The trajectory of Te and ne
was similar to those mentioned in previous studies [19,20]. However, the maximum of ne
was lower than that in previous studies [19,20] due to the difference in laser wavelengths
(1030 nm (this study) and 800 nm [19,20]) used to simulate the laser–silicon interaction. At
300 K, the single-photon absorption was quite different between 1030 nm (29 cm−1) and
800 nm (827 cm−1) [39] conditions for Si, so ne obtained at 1030 nm was lower than obtain
at 800 nm using the same fluence.
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Figure 7 presents the time evolution of Te, Tl , and ne obtained at 3.06 J/cm2. Figure 7b
is the magnification of the green square in Figure 7a. As shown in Figure 7a, the upward
trend of Te and ne differed from those at 0.25 J/cm2. Three peaks were observed at 1.1,
1.5, and 2.15 ps. At the early stage of the laser pulse, as shown in Figure 7b, Te reached
a plateau at 0.3 ps, and then increased again until reaching a maximum at 2.15 ps. After
that, Te started to decrease because the laser pulse was complete. During the upward trend
of Te, Te decreased twice at 1.25 and 1.6 ps. At 1 ps, as shown in Figure 7b, the lattice
temperature started to increase. It can be deduced that the electron–lattice coupling effect
caused the decrease in Te. Particularly, ne significantly influenced Te when ne was greater
than 4.0× 1021 cm−3. When ne decreased, Te increased. After ne reached a second peak at
1.6 ps and started to decrease, the laser pulse domain showed an upward trend in Te.
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On the other hand, as shown in Figure 7b, Tl began increasing, reached Tm, and
overcame Lm at 1.45 ps. After that, Tl started to increase again, overcame Lv at 2.65 ps, and
finally, reached 0.9 Tcr. At that time, the silicon started to be ablated.

Comparing Figures 6a and 7a, the upward trajectory of ne was highly different between
0.25 and 3.06 J/cm2 conditions. According to Equation (1), the laser intensity and the Auger
recombination effect (γn3) dominate the increase in ne. It should be noted that the detailed
physical mechanism of the Auger recombination process is not completely understood in
the high-carrier-density regime. Figure 8 presents the γn3 and ne calculated by different
fluences. The results show that when the fluence was 0.25 J/cm2, the maximum of γn3 was
7.4× 1031 s−1cm−3 and was insufficient to influence the increase in ne. On the contrary,
when the fluence increased to 3.06 J/cm2, the γn3 was gradually influenced by the upward
trend of ne. The upward trajectory of ne and γn3 were similar to each other. Two peaks were
observed at 1.3 and 1.6 ps. The maximum of γn3 was 6.7× 1034 s−1cm−3. After reaching
the maximum point, ne and γn3 decreased together. Therefore, we deduced that the laser
intensity dominated the increase in ne when the fluence was 0.25 J/cm2. On the other hand,
in addition to the laser intensity, γn3 influenced ne when the fluence was 3.06 J/cm2.
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Figure 8. The temporal Auger recombination effect and carrier density calculated with 0.25 and
3.06 J/cm2 fluences.

Figure 9 shows the comparison of simulation and experimental ablation depths. In
the low-fluence regime (<1.28 J/cm2), the ablation depth obtained by our experiment is
consistent with a previous study [24]. The error increased with increased fluence; never-
theless, the increasing trend was similar. It should be noted that the ablation threshold
was 1.5 J/cm2 when the phase explosion model was used in this study. Thus, no ablation
depth was calculated when the fluence was below 1.5 J/cm2. The ablation depth increased
linearly for 1.5–2.7 J/cm2. When the fluence was increased above 3 J/cm2, the calculated
ablation depth increased significantly. The maximum ablation depth was 165 nm when
the fluence was 3.06 J/cm2. Obviously, the simulation results are in line with previous
results [24] when the fluence was set at 1.5–2.7 J/cm2.
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Figure 9. Comparison of the simulation and experimental ablation depths. The ablation data of red
line was purposed by [24].

However, when the fluence was greater than 3.0 J/cm2, the error increased. This
was possibly due to two reasons. First, a 1D model was used in this study, and the heat
was only propagated along the z axis. This may have caused an overestimation of the
ablation depth when the fluence increased. Second, the plasma shielding effect was not
considered in this study. When a laser with high fluence was irradiated on the sample
surface, early plasma was generated by hot electron emission. The plasma absorbed the
incident laser energy, thus reducing the actual laser energy. A previous study [40] reported
that when the fluence was set at 3 J/cm2, early plasma started to absorb the laser energy.
However, in this study, ideal fluence was used in the proposed model; thus, the error in
the high-fluence regime was increased. Third, when the fluence was higher than 3 J/cm2,
the hydrodynamic motion of molten silicon was the key factor in influencing the ablation
process [24]; however, the proposed model did not consider the hydrodynamic motion, so
the ablation depth was possibly overestimated. When the phase explosion was considered
the main ablation mechanism, the calculated ablation depths matched the experimental
results in the range of 1.5–2.7 J/cm2.

4. Conclusions

Single femtosecond laser pulse ablation of Si was conducted with different fluences
(0.16–3.06 J/cm2) and the experimental and simulation results were reported. The phe-
nomenon during lasing was described using the carrier density and TTM with a dynamic
optical model. The numerical simulation determined the melting, vaporization, and phase
explosion thresholds. The phase explosion model was used to determine the ablation depth.
The results can be concluded as follows:

1. Two different ablation thresholds obtained by the relationship between laser fluence
and ablation depth were nearly 0.84 and 1.67 J/cm2;

2. The melting, vaporization, and phase explosion thresholds determined by the numer-
ical simulation were 0.25, 0.8, and 1.5 J/cm2, respectively;

3. Comparing the simulation results obtained using the fluences of 0.25 and 3.06 J/cm2,
a higher laser intensity caused a greater electron transit from the valence band to
the conduction band. The Auger recombination effect highly influenced the carrier
density in a high-fluence regime;
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4. The dynamic reflectivity and free-carrier absorption varied with carrier density. The
free-carrier absorption coefficient obtained at high fluences was higher than that
obtained at low fluences and caused a higher electron temperature at high fluences;

5. The simulation results from the phase explosion model were in line with the experi-
mental results in a moderate-fluence regime.
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