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Abstract

:

Current technological advancements have allowed robots to be successfully employed in the healthcare sector. However, the recently acquired ability of social robots to process social information and act according to it has potentially made them very well suited to support or conduct psychological interventions. The present paper carried out a systematic review of the available literature regarding social-robot-based interventions in psychological domains using preferred reporting items for systematic reviews and meta-analyses (PRISMA) guidelines. The inclusion criteria were: (i) publication date until 2020; (ii) being an empirical study, master thesis, or project report; (iii) written in English or Italian languages (the two languages spoken by the authors); (iv) published in a scholarly peer-reviewed journal or conference proceedings, or were Ph.D. or master’s theses; and (v) assessed “social robot”-based intervention in psychological domains. Overall, the review showed that three main areas may benefit from social-robot-based interventions: social skills, mood, and wellbeing (e.g., stress and anxiety levels). Interestingly, social robots seemed to have a performance comparable to, and sometimes even better than, human operators. The main, but not exclusive, target of robot-based interventions in the psychological field was children with autism spectrum disorder (ASD). As evidence is, however, still limited and in an embryonic state, deeper investigations are needed to assess the full potential of social robots for the purposes of psychological intervention. This is relevant, considering the role that social robots could have in overcoming barriers to access psychological assessment and therapies.
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1. Introduction


Nowadays, artificial entities are becoming an integral part of our daily life [1]. For instance, people are quite used to relying on vocal assistants like Siri, Google Assistant, and Amazon Alexa to support their daily life activities.



The technological advancements seen in recent years and the new paradigm in robotic sciences emphasizing the “human-oriented” values of engineering design led researchers to equip some of these artificial entities with a physical embodiment [2] and, therefore, let them interact in a more typically human fashion (e.g., proxemics, kinesics, tactile and multisensory stimulation) [3]. Personal service robots’ growth allowed them to be robust enough to be deployed in a plethora of settings, including healthcare, where they have been particularly beneficial [4,5,6]. Nonetheless, personal service robots had to learn to process social information and interact in a socially adequate and refined way to properly function and serve the purposes of the healthcare interventions. In other words, they evolved into social robots. Both scientific and non-scientific definitions see social robots as being capable of interacting with and working for humans [7]. More specifically, social robots are expected to meet various criteria, although to different degrees [8]. Social robots should: (i) avoid generating false expectations due to their shape, size, and material qualities; (ii) recognize, respond to, and employ. where possible, all modalities that humans naturally use to communicate; and (iii) be aware of human social rules and norms and behave accordingly.



Although the contribution that social robots have made to healthcare is recognized, much less attention has been given to the role that social robots can play in a specific healthcare application domain, namely psychology-based interventions [9,10]. Robotic psychology, or robopsychology, is a research field not yet fully exploited in regards to the study of compatibility between people and robotic creatures on multiple levels (i.e., sensory–motor, emotional, cognitive, and social) [11]. The proper use of social robots in the psychological field would exploit their potential even more, since relationality is a fundamental aspect for any intervention aimed at affecting people’s psychological dimensions [12,13,14]. Indeed, the effect that artificial entities have on human beings is not limited to mere instrumental support. Individuals may also satisfy relational needs through artificial entities [15,16] and, in general, such entities appear able to influence some aspects of people’s psychic life with relative ease [17,18,19]. Human beings are naturally inclined to attribute mental states to inanimate objects and animals through processes known as anthropomorphization, mind perception, and emotional attachment [20,21,22,23]. In this case, however, social robots are not just a passive receptacle of this human trend, but they have been developed to facilitate this attribution process through the implementation of human-like features that mimic human mental state representations and actions [24,25]. Thus, social robots appear particularly interesting for the purposes of psychological intervention due to their perceived similarity with human beings or other life-like creatures. In particular, researchers have used them for interventions with children with autism spectrum disorder (ASD) and to promote wellbeing (i.e., lowering stress and anxiety), topics that are of interest in this paper. ASD is characterized by persistent deficits in social communication and interaction skills, but also repetitive and restricted behavior patterns, activities, and interests [26].



The evidence about robot-based intervention effectiveness in psychology has not yet been systematized to account for the multiple types of social robots employed. The aim of this article was to offer a systematic review of social robot empirical findings regarding psychological intervention to (a) identify psychological pathologies/disorders/conditions that may benefit from robot-based intervention, together with (b) the specific psychological areas targeted by them, and (c) describe the types of robots most used for each domain of intervention.



The paper is organized as follows. In the Method and Procedures section, the systematic review methodology will be explained, including the search and selection strategy, together with the description of inclusion/exclusion criteria. In the Results section, the included studies will be presented in two separate paragraphs. The first one will summarize the characteristics of the studies in terms of robots and activities proposed, target samples, and psychological dimensions addressed. Meanwhile, the second section will report the outcomes obtained in all the selected works. Moreover, the Risk of Bias paragraph will give an overview on the potential biases affecting the studies. Finally, the last section will present a critical discussion.




2. Methods and Procedures


Search and Selection Strategy


Our systematic review was carried out through the preferred reporting items for systematic reviews and meta-analysis (PRISMA) guidelines. As a first step, we proceeded in searching for scientific studies about “social robot” psychotherapy and “robot-based” psychotherapy. The authors used the EBSCO host platform and consulted the databases of Google Scholar, PsycInfo, PubMed, Science Direct, PsycArticles, Sociological Abstracts, and Academic Search Complete. Search terms were the following: (1) Social robot psychotherapy and (2) robot-based psychotherapy. We decided to use these keywords because a broader and more inclusive definition of psychotherapy is often implicitly used by the authors that researched on social-robot-based interventions. This definition can be summarized as the mere application of clinical methods and interpersonal stances associated with a modification of people’s behaviors, cognitions, emotions, or other personal characteristics [27,28].



The inclusion criteria were (i) publication date until 2020; (ii) being an empirical study, master’s thesis, or project report; (iii) written in English or Italian languages (the two languages spoken by the authors); (iv) published in a scholarly peer-reviewed journal or conference proceedings, or were Ph.D. or master’s theses; and (v) assessed social-robot-based intervention in psychological domains. The search started in April 2020 and ended in November 2020. Sources coming from the different repositories were merged in a single dataset after removing duplicates (102). Of the 639 results obtained during the abstract screening phase, only 119 appeared to investigate psychological dimensions using a social robot, and thus were eligible and accessed in full-text. Among these 119 works, 80 were excluded based on the following exclusion criteria: (i) the research did not really include a robot-based intervention, (ii) the intervention efficacy on relevant psychological variables was missing, (iii) the intervention was carried out through virtual agents that do not have a physical embodiment, (iv) data analysis was not suitable for the systematic review process (e.g., lack of descriptive statistics, no correlation coefficients provided for the variables of interest), (v) works written in languages other than English or Italian. Finally, it was possible to identify 39 publications that were included in our systematic review (Figure 1).





3. Results


3.1. Characteristics of the Studies


Table A1 shows the characteristics of the selected reports. All thirty-nine studies used various types of social robots to affect multiple psychological dimensions. Overall, a total of nineteen different robots have been considered (Table A3).



As we can gather from Figure 2, NAO is by far the most adopted social robot among the selected studies. NAO is the only robot that is applied consistently in multiple fields (4/5 domains), being the current standard (i.e., the most frequently adopted) in interventions regarding ASD, cancer, wellbeing, and mixed targeted disorders (in the latter case jointly with PARO).



NAO has a humanoid, child-like appearance, however, its aspect looks simpler than human operators. Thanks to its simplicity, it seems to engage patients in interaction without overburdening them with social stimuli. For this reason, it has been widely used with children with ASD. Moreover, since NAO can run new Python scripts (and collections of already developed codes and tutorials are fairly available on the Internet), this allows the robot to be quite flexible and ready to be used in many different fields.



PROBO (2°) and PARO (3°) were the most used after NAO. PROBO uses human-like social cues, but it has an animal-like appearance, as well as PARO. Similarly to animal-assisted therapy, interacting and touching the fur are important therapeutic elements to feel pleasantness and affection, possibly perceiving social and emotional support. PROBO and PARO are soft and responsive robotic agents, thus they have been largely considered to mediate therapeutic interventions.



However, nearly 79% of the robots presented in the selected study were only deployed once and, thus, definitive conclusions about their effectiveness cannot be fully drawn. Finally, almost half of the studies involving social robots (47%) focused on ASD, with the other domains receiving little attention from social robot scholars.




3.2. Study Results Organized by Robot Employed


Table A2 shows the main findings of selected reports. As seen, NAO is the most widely used robot, particularly in interventions for children with ASD to improve some of the core symptoms of the disorder (e.g., social skills). Findings in this field are mixed.



On the one hand, results underlined a clear trend, indicating positive effects of the robot in fostering the children’s socio-emotional understanding [29], imitation [30,31], and eye contact [32,33,34] as relevant elements to support social interactions. In these domains, the robot is able not only to match the positive effects of human-based interventions but also to overcome them. The appearance of NAO seemed to play an important role due to its simple aspect, as compared to human interlocutors, making it able to draw the children’s interest without overwhelming them, but helping sustain the interaction. Indeed, children did not avoid the robot during conversations as they did with humans, specifically teachers [34]. This could be considered for future perspectives since NAO could potentially be utilized in studies involving children with ASD in tailored learning paths.



In social interaction, the aspect of turn taking is important to regulate reciprocal exchanges, and NAO has also been used to enhance this social skill. Overall, turn-taking was improved [30], and findings suggested similar benefits from the robot-based intervention and the standard human one, thus indicating the robot’s social ability to match humans’ beneficial effects [31,33]. Moreover, children showed a tendency to be more interested in the robot than the human operator during the interaction.



To fully analyze the emerging potential of NAO in this field, some adjustments should be done in research design parameters. Particularly, more sessions of interaction, as well as larger samples, should be considered, since these studies appeared severely underpowered due to the sample size and, consequently, they were plausibly unable to correctly reject the null hypothesis (i.e., distinguish between the conditions). A larger sample would also allow testing between conditions in a more refined way (i.e., by capturing smaller differences in terms of effect size), thus allowing a true investigation into which NAO features are more important in promoting social skills in children with ASD (i.e., including more than the two or three independent variable levels used in these two studies). Moreover, the experimental setting should be designed to be less rigid, since it could limit the children’s spontaneity.



On the other hand, the use of NAO to promote social skills in children with ASD has also led to contrasting findings. Inconclusive results arose from interventions to enhance joint attention, since some researchers reported positive effects of the robot [35] and others did not find improvements [30,31].



From these contrasting outcomes, some suggestions can be gathered to improve further explorations in this area. The NAO robot usually replies to children and the environment based on scripts defined by therapists, but sometimes these appear to be rigid and, consequently, the interaction does not end up as expected. Hence, more dynamic scripts are needed in order to flexibly adapt to the social context built with the child. This could be particularly useful to promote joint attention, as the capacity to adjust the robot’s response and rapidly reengage the child in the task is essential when the child loses involvement and attention. Furthermore, the design of social robots should consider the necessity of providing different social cues (i.e., pointing, gaze orientation), as these have been shown to be important for prompting joint attention and increasing the performance of the children [35].



Other directions for designing the tasks comprise the gradual change of activities to maintain the children’s interest, together with a long-lasting involvement of the robot in it to foster the child’s collaboration.



The use of NAO has also had effects on autistic behaviors [30,33,34]. Studies highlighted the robot’s ability to function as a behavioral activator, eliciting children’s adaptive, but also maladaptive, behaviors. Nevertheless, some evidence suggested that adaptive ones have been more frequently performed in the robot condition than in the human one [33]. Therefore, it seems important to study how to appropriately regulate the robot’s ability to activate the child in order to maintain a balance, beyond which the patient exhibits maladaptive behaviors while interacting.



In addition to interventions for children with ASD, NAO has also been used to reduce symptoms of distress in children with cancer [36,37]. The related findings underlined a significant decrease in the levels of anxiety, depression, and anger, indicating how NAO could be considered as a suitable support to promote the children’s knowledge of complex clinical conditions, educating them about health while fostering their ability to cope with it. The use of the robot as a psychologically assisting mediator in delicate situations is further sustained. Indeed, other researchers have also reported its ability to convey a sense of empathy in pediatric patients and to draw interest that distracts from the situation [38].



NAO has also found application in interventions targeting a variety of domains, including wellbeing, self-disclosure, and eating behaviors.



Among the selected reports, the use of NAO to promote wellbeing did not lead to effects on physiological measures of arousal, nor on prosocial behaviors (i.e., the amount of money that participants were willing to donate or the amount of time participants were willing to offer for participating in another questionnaire for the research) [39]. In general, technical features can play an important role in the perception conveyed while interfacing with the robot and this can potentially influence the effectiveness of an intervention. Here, robotic rigid movements have been sometimes reported, and this could have reduced the naturalness and spontaneity perceived in the interaction. Therefore, there is a need shown in research to adjust the robots’ capabilities towards more natural and fluid gestures. This progress could contribute to improving the experience of users, opening possibilities to study if the effectiveness of the intervention on wellbeing could be enhanced as well.



The particular robot’s features can be further discussed while analyzing the results coming from studies on self-disclosure. In this area, findings highlight NAO’s abilities to elicit the target dimension (i.e., self-disclosure), but less effectively than a human operator [40]. In particular, the embodiment factor is an important feature in eliciting and influencing the quantity and quality of self-disclosure. In general, during spontaneous interactions, it seems that social cues present in an interlocutor’s embodiment are important to understand the speaker’s involvement in the reciprocal social exchange. Therefore, the research on human–robot interaction (HRI) should evaluate dynamic features of embodiment in the robotic design to allow a natural social interaction that can simulate different sensory modalities (e.g., lifelike facial expressions, gaze exchanges, fluid movements, robot’s abilities to touch humans in a perceivable way to feel a closeness).



Here, a comparison can be done, considering another robot included in the selected reports. Indeed, interventions with the Huggable robot seem to elicit positive emotions, both in its embodied and avatar form, thus suggesting that the embodiment does not seem necessary to influence the emotional target [41]. Hence, in the area of embodiment analysis, HRI research should also deepen comparisons among the effectiveness of interventions provided by agents that are presented in different forms (i.e., robots, avatar, non-interactive agents).



Finally, NAO seems to be promising in interventions to promote changes in eating behaviors. Positive effects have been found in decreasing snack episodes and the frequency of craving imagery, while increasing the perceived confidence to control snack intake [42]. Research also underlines the possibility to create a personal bond with the robot, building a working alliance that ultimately holds a positive correlation with the reduction of snack episodes [42].



Among the selected studies, PROBO is the most used robot after NAO. All the studies considered used it in interventions for children with ASD.



Overall findings pointed out its positive effects in facilitating social behaviors [43] and promoting eye contact [44,45], collaborative play, and engagement [46]. From a behavioral point of view, the robot was able to decrease the level of prompts needed by the children to perform social behaviors [43] and to reduce the stereotyped ones [46].



In line with results regarding NAO, PROBO has also been shown to overcome the benefits observable in human-assisted interventions as well as to match them. In some cases, no significant differences have been found in children’s ability to detect the human’s or the robot’s preferences, neither in the frequency of asocial behaviors displayed [44] nor in the exhibition of positive affect and verbal utterances across the two experimental conditions [44,45].



Here, research findings suggested that robots could have the potential to enhance social skills in children with ASD, thanks to their ability to interact using social cues, regardless of their appearance being human-like, such as NAO, or even animal-like, such as PROBO.



After NAO and PROBO, the most used robot is PARO, which has been employed in interventions for different target dimensions.



In general, PARO seems promising to improve positive affect in children [47], mood, and alertness in adults with moderate to severe intellectual disabilities, fostering an increase in activities and directness in the environment [48]. Moreover, findings also reported the promotion of positive behavioral states (e.g., calmness, sleep behaviors, conversing) and reduction of negative ones (e.g., sadness, yelling, and isolative behaviors) in veterans with and without dementia [49]. In this last case, it is to be noted that the robot effect was not moderated by a dementia diagnosis, except for one case that approached significance.



On the contrary, from selected reports, Paro-assisted interventions do not seem to influence negative affect, anxiety, or arousal [47]. Authors have explained this result as being in line with outcomes coming from animal-assisted therapy, which usually tends to enhance positive moods rather than reduce negative moods or anxiety [47]. However, this finding is in contrast with the results of other interventions using animal-like robots, such as the Haptic Creature [50]. Here, outcomes pointed out a significant decrease in state anxiety and physical indicators (i.e., heart rate, breathing rate) of children at risk of anxiety during active trials with the robot (i.e., the robot was breathing), strengthening also the positivity of their emotional response.



These contrasting findings highlighted a need for research to deepen the matter with further studies, using the framework of animal-assisted therapy. For example, a future direction could be exploring if the differences can be explained also by the effects of age on the interaction with the robot.



Across the studies considered, KEEPON has been used with children with ASD.



Results described similar effects observed in the robot-assisted intervention and the human-mediated one. Both seemed to foster an increase in children’s rational beliefs and a decreased emotional intensity. Moreover, no differences have been found in social knowledge, irrational beliefs, and adaptive behaviors in both groups [51].



Usually, the number of sessions planned was small and this should be rethought in future frameworks. Projecting more intervention sessions could offer more time not only to extensively exercise but also to investigate if, after a longer training, behavioral changes can be observed. Furthermore, a higher number of errors has been reported when starting to learn a task in the robot condition as compared to the human-assisted intervention. By contrast, no differences have been highlighted in the number of errors made (i.e., perseverative, regressive, and lose-shift errors) during the task [52].



Sometimes the performance at the beginning of an activity can be influenced by the novelty effect—in this case, the newness of interacting with a robot. In this line, studies should investigate more deeply the way in which participants become familiar with robots and humans, describing the differences noticeable in this acclimatization phase, and how these variables can influence the performance of patients across the two conditions. Moreover, the effects of the feedback provided by the two agents should be further studied. Indeed, some evidence suggested that the robotic feedback seems not only to elicit more interest in participants, but also to allow easier learning of psychological contents [51]. In addition, from a cognitive and emotional perspective, KEEPON seemed to draw more attentional engagement and positive affect than a human operator [52].



KASPAR has also been used in interventions for children with ASD.



Overall findings underline the possibility to improve communication, psychomotor functions, and social skills, with particular regards to unprompted imitation (i.e., imitation of poses, movements, and facial expressions), prompted speech, and gesture recognition. Furthermore, a positive increasing trend has also been found in prompted imitation and unprompted speech [53] and improvements in visual perspective taking have been reported in children with moderate to high-functioning ASD [54].



Again, these findings illustrated the potential of social robots in interventions for children with ASD, but also suggested that future HRI research should shed more light on the differences in robot interaction among various levels of disorder functioning. This could represent an important insight for clinical implications.



As illustrated in Figure 2, there is a set of stand-alone studies using different robots and mainly targeting children with ASD.



Overall, the results are in line with previously reported outcomes. For instance, interventions using Daisy to promote social skills reported improvement in children’s social performance (i.e., doing activities in groups, providing information, and turn taking). By contrast, the ability to follow basic behavioral instructions and rules seemed to be not significantly affected, but it was reported that the mean regarding the skill of following instructions itself was already high enough at the first measurement (i.e., children had high scores on this variable even before starting the intervention) [55].



In addition, Robonova has been found able to elicit testing behaviors (i.e., developing the ability to assume the partner’s intentions for behaviors during the interaction)—even when the child was in a non-contingent condition, that was when the robot did not perfectly mirror the child’s actions. Moreover, Robonova seemed to draw more attention than a human operator [56].



Findings on the use of Cozmo have shed light on the potential to combine standard therapy and robot-assisted training, since the combination has been shown to be more effective than the standard therapy alone in improving children’s tendency to initiate social interaction and behavioral requests. Here, results underlined also a slight difference between the two conditions while analyzing the ability to maintain the interaction and to respond to behavioral requests. On the contrary, no differences have been found in responses to social interactions, as well as in initiating, maintaining, and responding to joint attention behaviors across the groups [57], thus being in agreement with the findings explained beforehand.



Finally, interventions with Flobi highlighted a higher eye contact and face fixation as compared to human groups [58], while KiliRo seemed promising in reducing markers of stress levels (i.e., protein and alpha-amylase levels) [59].



Taken together, results coming from these interventions convey a positive potential of social robots in helping children with ASD understand and perform essential aspects of social interactions, thanks to their repetitive and simple behaviors in approaching the children. However, the need for HRI research to further explore and confirm these preliminary findings should be noted, since here only single studies describe the potentiality of each one (i.e., Daisy, Robonova, Cozmo, Flobi, and KiliRo).



Even other social robots have shown positive effects across different psychological domains. Improvements in mood have been reported in interventions with the Pepper robot, together with increased sensory awareness and monitoring [60], but also in programs with the Giraff robot [61] and Jibo [62].



Specifically, findings on the use of Giraff pointed out an increase in mood in a group of adults and elderly when the robot played the role of a coach performing a positive psychology exercise (i.e., writing down three positive things of the day and their causes). In comparison, a decrease in mood was observed when the robot only interacted as a conversation partner [61]. This evidence implies how different roles played by the robot can moderate the effectiveness of an intervention, and this should be taken into consideration while projecting studies on HRI, since it has been shown to influence outcomes on targeted domains. In this regard, it is to be noted that social robots, like Bono-01, have also been found to be well accepted as participants in conversations, evoking a higher frequency of laughter as compared with human speakers [63].



In addition, again in relation to mood, outcomes on Jibo specified improvements in overall mood as well as in psychological wellbeing and readiness to change behavior only in a group of undergraduate students with low neuroticism and high conscientiousness. Instead, in the group with high neuroticism and low conscientiousness, the improvement was found only in psychological wellbeing, but not in mood or readiness to change [62].



Over time, research has explored the association between personality traits and mental health treatment outcomes. For example, some studies have noted that high levels of agreeableness, extraversion, openness, and conscientiousness can be associated with positive outcomes, while high levels of neuroticism may have negative associations [64].



Thus, findings on robot-assisted interventions, such as those using Jibo [62], were in line with current research and help to suggest the need for further analysis. Deepening the association between personality traits and mental health outcomes in HRI research could not only enrich emerging models [65], but also explore new ways to personalize interventions. Finally, further knowledge could contribute to improving interventions’ effectiveness, potentially enhancing patients’ mental health. This is relevant, considering, for example, how high neuroticism is connected with greater psychological care concerns [66].



Finally, findings from selected reports highlighted improved scores in the Patient Health Questionnaire-9 and Geriatric Depression Scale using Ryan, along with enhancements in patients’ language (i.e., increased average sentence length) [67], and in the State-Trait Anxiety Inventory (Form Y) using Cakna [68].



By contrast, among the studies included, programs with RoboCOP did not report significant effects on the state of anxiety or speaker confidence of participants [69]. The authors pointed out that constant reminders of improvements provided by the robot could have had an adverse effect on their confidence. Thus, it seems necessary to further study how to appropriately regulate the robot’s feedback to maximize benefits during interventions.



Overall, findings coming from selected studies suggest that social robots could potentially be suitable to support psychological interventions for different domains and disorders, but HRI research should further explore the question since studies are still limited.




3.3. Study Results Organized by Target Application and Frameworks


3.3.1. Autism Spectrum Disorder (ASD)


Social robots have been usually introduced in therapy settings basing on the fact that for children with ASD, interacting with humans is often difficult as they can be overburdened by social stimuli [70]. On the contrary, computer-like interventions can offer predictable and enjoyable social training opportunities [71]. According to this framework, indeed, social robots’ embodiment allows a balance between the possibility of providing, simultaneously, human-like cues and object-like plainness in social interactions, offering a controllable and safe environment in which children can train target behaviors, gradually increasing their complexity [71]. Therefore, in the studies included in this review, the robots have been used to foster social and emotional competencies, since these are core symptoms in ASD [26]. For this purpose, NAO and PROBO are the most commonly used robots. Overall, studies showed mixed results, but most of the selected reports found improvements in social skills. From the point of view of behavior, children particularly improved in turn taking [30,55], eye gaze [32,33,34,44,58], imitation [30,53], play skills, fostering collaboration [46], and communication [53] thanks to the interaction with robots as compared to human agents. Moreover, a reduction in autistic behaviors [34,46] and an increase in adaptive ones were also found [33]. Considering emotional domains, studies underlined the opportunity to promote socio-emotional understanding learning [29], while interfacing with the robot, resulting in the possibility to facilitate emotion recognition [44] and improve positive affect [52]. Interventions also addressed cognition, showing higher levels of attention [52,56] when the children interacted with robots compared with humans, and improvements in visual perspective taking [59].



By contrast, in a number of studies, no significant differences were identified while analyzing these domains across robot and human conditions [30,31,33,44,45,46,51], suggesting how robots can have the same performance as human operators.




3.3.2. Cancer


Based on the results showed by using social robots in therapies for children with ASD, authors like Alemi and colleagues [36,37] tried to employ them to relieve typical distress symptoms displayed by pediatric patients suffering from cancer. In their research paradigm, indeed, the use of a humanoid robot, like NAO, capable of communicating sympathetic emotions through different channels could facilitate the relief of distress involving the children and encouraging their self-expression. The findings in this field reported an overall significant decrease in children’s levels of anxiety, depression, and anger [36,37].




3.3.3. Anxiety


Selected reports targeting anxiety disorders mainly used animal-like robots, like Paro or a Haptic Creature. The reason for their use is grounded on the framework of animal-assisted therapy [47] and the social cognitive theory in human–animal interaction [50]. Specifically, authors claimed that some animal-like robots were designed to mime the effect of animals used in therapy settings, which have been shown to positively affect anxiety levels [72]. However, the access to animal-assisted therapy is often limited by a range of difficulties, including allergies, availability, and costs [50]. Therefore, the idea of overcoming these limitations with animal-like robots that are easy to find and use has inspired studies in this field. Here, authors have also built the hypothesis that calming effects provided by the robots could help children replace anxiety with pleasant stimuli, based on the systematic desensitization process described by cognitive behavioural therapy [50]. Hence, studies included in this review targeted the overall score of anxiety and some specific aspects, such as physiological parameters and the affective experience. Selected reports provided mixed results. Half of the reports underlined a decrease in anxiety levels both in children at risk [50] and in young adults [68] after interacting with the robot, improving also physical indicators (i.e., heart rate) and emotional experience [50]. By contrast, the other half of the studies did not identify significant effects on anxiety in children, students, and professionals [47], nor in their levels of arousal, but it underlined only an improvement in positive affect while performing stressful tasks [47].




3.3.4. Wellbeing


To promote wellbeing, most of the included reports tried to investigate the possibility of building a relationship between a robot and a human agent, based on the fact that socio-emotional support and the creation of a strong rapport between patients and different agents have been shown to improve people’s ability to cope with difficulties [39,41]. Following this theoretical background, authors believed the robots to be suitable for building a relationship, since their physical embodiment and ability to interact socially make them resemble human agents. In the studies considered, overall improvements were found in psychological wellbeing [62], mood [61,62], readiness to change [62], responses of empathy [38], and socio-emotional wellbeing with the elicitation of positive affects [41] in different groups of children, students, adults, and elderly. In just one study, outcomes did not show effects on physiological measures of arousal nor prosocial behaviors [39].




3.3.5. Mixed Target Disorders


More other disorders and dimensions have been targeted by selected studies, including intellectual disabilities, depression, self-disclosure, or studies that have provided robot-based mindfulness interventions and protocols for emotions and behavior change. In these fields, different frameworks explain the use of social robots with animal or human features. For example, some interventions are, again, based on the paradigms of animal-assisted therapy [48] or they sink the roots in a body of research showing how social robots can facilitate interventions [61] and convey a sense of presence while eliciting positive social responses [73,74]. In the selected studies, social robots showed the potential to improve mood in intellectual disabilities [48] and depression [67], foster positive behaviors in the elderly with dementia [49], increase sensory awareness and mood during meditation [60], and promote healthy eating behaviors [42]. Moreover, social robots were also able to create an amusing setting [63] and elicit self-disclosure, but less so than a human interaction partner [40].





3.4. Risk of Bias


Table A2 shows the main risks of bias within the selected reports. Five studies did not report sampling criteria [38,54,57,61,63]. The possible absence of eligibility criteria may have induced a biased recruitment process. Almost all studies (i.e., 37 studies out of 39) used small sample sizes, thus low representativeness and possible type II errors could not be excluded [29,30,31,32,33,35,36,37,39,40,41,42,43,44,45,46,47,48,49,50,51,52,53,54,55,56,57,58,59,60,61,62,63,67,68,69,71]. Furthermore, six used a male-only sample [32,34,45,49,58,71]. One study reported a self-selection bias [62]. Additionally, in one publication, a selection bias could not be excluded [49]. One study did not include a sample with target diagnosis (i.e., children at high risk of experiencing anxiety were involved instead of children with anxiety disorders) [50]. Six studies did not have a control group [49,53,56,59,62,68]. One more study did not comprise randomization [49]. In one study participants were unequally distributed between the experimental conditions due to the randomization process with a small sample size (law of large numbers) [31]. Moreover, two studies reported having missing data [32,48]. The lack of some data may have biased results. In addition, in one study, some participants did not complete initial measures [42]. In one study, authors claimed they used an instrument for mood assessment (i.e., the Positive and Negative Affect Scale) that did not have adequate indicators to capture all affective dimensions, and this may have induced a measurement bias [60]. In three studies, drop-out was reported [37,49,57]. In two studies, a possible examiner or therapist effect could not be excluded [29,53]. One more study reported an observer bias since it was an unblinded observational study [49]. In two studies, a possible Rosenthal effect could not be excluded, since most of the participants knew the research team before the study began [36,37]. In one study, the different complexity of the tasks between the experimental and control group may have induced biases [29]. Furthermore, in one study, the influence of possible confounding factors could not be excluded [59]. In one study, the elderly participants reported communication problems with the robot because of their lower understanding of English and lower ability to understand the robot’s voice. This may have influenced the outcomes [61]. One study reported a potential effect of familiarity with the task that may have biased results [52], whereas another study highlighted a possible habituation effect [32]. In one study, participants were familiar with the task, before the research began [50]. Thus, the prior knowledge with the task may have altered the results. Moreover, in four of the 39 publications, authors reported that participants were compensated for their participation [39,40,47,69]. Since an external reward can lower intrinsic motivation [75], compensation could have modified participants’ performance. One study reported technical constraints of the robot [46]. Therefore, technical issues could have affected the results. Finally, seven studies used a single case design [30,32,33,34,35,43,71].





4. Discussion


Advances in new technologies and, in particular, robots are an opportunity for a positive revolution in the human ability to cope with problems. Social robots can enhance human performance in education [76] and foster the health of older adults [77] and hospitalized children [78]. However, the contributions of social robots have not yet been fully exploited if we consider the relational skills inherent in this technology that would be particularly useful in the psychological domain. This contribution, therefore, aimed to systematize the current and emerging literature on the use of social robots for psychology-based interventions.



From these findings, it is possible to gather some guidelines for the effective use of social robots, although these directions cannot be too solid considering how the existing body of research is limited and mixed. Specifically, to conduct interventions for patients with ASD, the robot’s embodiment seems to be particularly relevant, while other features, like anthropomorphism, appear to have a weaker effect on target dimensions. This is in line with other studies that have already explained the importance of embodiment to convey a sense of social presence [79]. Furthermore, in the treatment of anxiety, animal-like robots seem to be preferable. Indeed, studies that promote their use follow in the footsteps of animal-assisted therapy, which has shown its potential benefits in the reduction of anxiety across different patients [72]. Finally, in interventions addressing wellbeing, the robots’ features do not appear to be particularly relevant beyond of a minimum degree of interactivity necessary to establish an immersive social interaction between human and robot.



Consequently, it is important to select the appropriate robot according to the characteristics that therapy needs and Table A3 can be useful for this purpose, since it describes the main features of each one.



Thus, overall, social robots appear to be suited to act as an aid to affect psychological dimensions or disorders. Indeed, social robots seem to have comparable and sometimes even better performance than human operators [30,33,34,45,46,58,63] and, therefore, they can expand the availability of psychology-based interventions, both towards the general population and people that otherwise will be difficult to intervene on (e.g., hospitalized people, rural communities, disadvantaged people). Indeed, the possibility to conduct smart therapies or interventions at home or in healthcare settings has the potential to increase both the accessibility and availability of treatments [80] due to the flexibility of time and places in which they can be carried out. On the one hand, the robot can act autonomously, where an expert or an artificial intelligence system enables the robot to effectively manage the intervention and any emerging problems [47,48,49,50]. On the other hand, through remote control [33,37,39,67], psychologists may have the possibility of having an easily accessible embodiment for their activity while being physically far away. These considerations are particularly relevant in the light of restrictions faced worldwide during the COVID-19 pandemic, which has rapidly posed important challenges in different fields, including the necessity to encourage innovative and more dynamic approaches to support people’s mental health.



Apart from the reduction of accessibility barriers and costs, robots can be functional also in overcoming problems with cleanliness and sterilization in delicate environments, such as hospital wards and clinics. However, while some robots, like NAO, are more easily cleanable, others like Paro have raised concerns as they have fur. Researchers have already tried to define cleaning protocols for infection prevention to make safe use of these kinds of robots. Preliminary results are positive since it seems possible for the robots to meet infection prevention and control standards, such as those defined by the National Health Service [81]. Similarly, issues with allergies that are reported in animal-assisted therapies [82] can be easily avoided, as the use of animal-like social robots has shown its benefits across the selected reports.



Considering the potential underlined by most of the studies, it is worthwhile and necessary to deepen the research in the field of robot-based interventions in psychological domains. Both research needs and future directions can be pointed out.



Firstly, among the selected reports, only a few specified the use of randomized control trials. Thus, it seems necessary to expand and systematize the body of work in order to have strong evidence to promote the use of social robots in actual clinical practice. Future research should define clear protocols to combine the standard therapy and robot-assisted interventions, as this is shown to be potentially beneficial. Secondly, future studies should involve larger samples, considering also follow-up sessions to assess long-term benefits. At the same time, it will be important to consider increasing ecological validity of studies [29,31]. Thirdly, some technical limitations pose challenges for the future. For instance, in some studies, the story played by the robot during the intervention could not be stopped by the therapist [43], some robotic movements were too quick or rigid [43], and sometimes the robot was not capable of reacting to social advances made with the children’s gestures [46]. Therefore, technical improvements are desirable because adjusting the robots’ abilities could improve not only the interaction but also the validity of the studies. Moreover, a possible future direction could be the analysis of the differences in human-robot interaction between young and the elderly. Indeed, in one of the selected studies, the latter reported communication issues and lower level of confidence as compared to younger participants [61]. This investigation could contribute to improving their experience and, hopefully, the benefits they can obtain from the robot intervention.



Speaking of therapy, it is known that self-disclosure is an essential element for the effectiveness of any therapeutic path, along with the creation of an alliance. Some of the studies included in this review tried to build a relationship between a human agent and a robot, but just one study targeted the dimension of self-disclosure [40]. The findings highlighted the possibility to elicit self-disclosure through the interaction with robots, but robots were less effective than human operators. Interestingly, the embodiment was found to influence the quantity and quality of self-disclosure. For future therapeutic perspectives, this element could be further explored, even comparing the outcomes coming from robot- and virtual-reality-based interactions, since researchers have shown how users feel comfortable to disclose personal experiences in social virtual reality [83]. Thus, future research could explore the possibility of integrating robots and virtual reality to move towards updated and more effective therapeutic and teletherapeutic pathways. In order to address these future challenges, interdisciplinary research teams should be fostered worldwide, including professionals from different fields: engineering, psychology, neuropsychology, medicine (e.g., pediatricians and geriatricians) for constant and ever-improving development.



In the end, to seed a new robotic revolution beneficial for people’s health and wellbeing, it is necessary to go beyond the application of (social) robots strictly limited to rehabilitation paths or specific medical conditions [84,85,86]. Social robots should not only avoid people being injured or harmed (as in the first Laws of Robotics envisaged by Isaac Asimov) and support them in their recovery, but also promote their wellbeing all-round, thus answering their psychological needs and demands.




5. Conclusions


This PRISMA systematic review reported the results from 39 studies illustrating social-robot-based interventions in psychological domains, considering a total of 19 different robots. Outcomes have underlined the potential for social robots to contribute to providing mental health interventions, particularly enhancing social skills learning, mood, and wellbeing across various clinical populations. Nevertheless, mixed findings are also highlighted, and these inconsistencies should represent future challenges to be investigated in order to provide evidence-based interventions that can be ever-improving, patient-tailored, and in step with needs and times.
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Table A1. Main characteristics of the studies reviewed: authors, year, country, sample size, gender distribution, age range, mean age, sample characteristics, type of robot employed, and target dimension (n = 39).
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Ref.

	
Year

	
Country

	
Study Type

	
Sample Size

	
Sample Description

	
Gender

Distribution

	
Age Range and Mean Age (SD)

	
Type of Robot

	
Target Dimension




	
Autism Spectrum Disorder






	
[43]

	
2012

	
Romania

	
Single case study

	
4

	
Children with ASD (all with moderate autism)

	
50% male

50% female

	
Range = 4–9;

Mage (SD) = NR

	
PROBO

	
Social skills and play abilities (i.e., level of prompting needed to share toys, greet, thank)




	
[71]

	
2013

	
Romania

	
Single case study

	
3

	
Children with ASD

	
100% male

	
Range = 5–6;

Mage (SD) = NR

	
PROBO

	
Emotion recognition




	
[51]

	
2017

	
Romania

	
Experimental design

	
27

	
Children with ASD

	
74% male

26% female

	
Range = 6–12;

Mage (SD) = 8.7 (1.8)

	
Keepon

	
Social knowledge;

Beliefs (rational and irrational);

Emotion intensity;

Adaptive behaviors




	
[44]

	
2016

	
Belgium

	
Repeated measure design

	
30

	
Children with ASD

	
90% male

10% female

	
Range = 5–7;

Mage (SD) = 6.67 (0.92)

	
PROBO

	
Emotion recognition;

Social behaviors (i.e., eye-contact, initiations of joint attention, verbal utterances, positive affect) and asocial behaviors (i.e., non-response and evading task behaviors)




	
[32]

	
2012

	
Romania

	
Single case study

	
4

	
3 children with ASD (2 in moderate and 1 in severe range and epileptic modifications) and 1 child with elements of autism and delays in language development

	
100% male

	
Range = 2–6;

Mage (SD) = 4.2 (1.67)

	
NAO

	
Social engagement (i.e., free initiations frequency, eye gaze contact duration and gaze shifting frequency, smile and laughter duration)




	
[46]

	
2016

	
Belgium

	
Repeated measure design

	
30

	
Children with ASD

	
90% male

10% female

	
Range = 4–8;

Mage (SD) = 6.67 (0.92)

	
PROBO

	
Collaborative behavior and play;

Engagement (i.e., eye contact, social behaviors, affect, verbal behaviors)




	
[52]

	
2015

	
Romania

	
Quasi-experimental design with between-subjects comparison

	
81

	
Group 1:

40 typically developing children;

Group 2:

41 children with ASD

	
NR

	
Group 1:

Range = 4–7;

Mage (SD) = 5.4 (0.4);

Group 2:

Range = 4–13;

Mage (SD) = 8.4 (2.2)

	
Keepon

	
Cognitive flexibility;

Learning performance (i.e., perseverative errors, regressive errors, lose-shift errors);

Attentional engagement;

Positive affect




	
[58]

	
2013

	
Germany

	
Quasi-experimental design with between subjects comparison

	
24

	
Group 1:

9 children with ASD (7 children with Asperger’s autism, 1 with childhood autism, and 1 with autism with atypical symptoms);

Group 2:

15 healthy volunteers

	
100% male

	
Group 1:

Range = 12–28;

Mage = 21

Group 2:

Range = 18–28;

Mage = 23.40

	
Flobi

	
Gaze behavior and eye contact




	
[45]

	
2014

	
Romania

	
Experimental Pilot study

	
11

	
Children with ASD in high functioning range

	
100% male

	
Range = 4–7;

Mage (SD) = NR

	
PROBO

	
Play skills (i.e., play performance and collaborative play);

Engagement in play (i.e., stereotypical behaviors and positive emotions);

Social skills (i.e., contingent utterances, verbal initiations, and eye contact)




	
[30]

	
2019

	
Romania

	
Single-case alternative treatment design

	
21

	
Children with ASD

	
NR

	
NR

	
NAO

	
Social skills (i.e., imitation, turn-taking, joint attention);

Completing figures and categorizing items




	
[33]

	
2020

	
Romania

	
Single-subjects design

	
5

	
Children with ASD (3 with low functioning, 1 with moderate, and 1 with high functioning

	
60% male

40% female

	
Range = 5–7;

Mage = 4.6

	
NAO

	
Social interaction and communication (i.e., turn taking, engagement, eye contact, verbal utterances);

Behaviors (stereotypical, maladaptive, and adaptive);

Emotions (functional and dysfunctional negative emotions, and positive emotions)




	
[29]

	
2019

	
Italy

	
Randomized control trial

	
14

	
Children with ASD

	
85.71% male

14.29% female

	
Range = 4–8;

Intervention group:

Mage (SD) = 73.3 months (16.1)

Control group:

Mage (SD) 82.1 months (12.4)

	
NAO

	
Socio-emotional understanding (i.e., contextualized emotion recognition, comprehension, emotional perspective-taking)




	
[35]

	
2018

	
Romania

	
Single-subject design

	
5

	
Children with ASD (2 with low functioning, 1 with moderate and 2 with high functioning)

	
80% male

20% female

	
Range = 3–5

Mage = 4.78

	
NAO

	
Joint attention (i.e., social cues such as gaze orientation, pointing, and vocal instruction)




	
[59]

	
2017

	
New Zealand

	
Within-subject design without control group

	
7

	
Children with ASD

	
NR

	
Range = 6–16;

Mage (SD) = 10.0 (3.51)

	
KiliRo

	
Stress levels (trough protein and alpha-amylase levels)




	
[31]

	
2017

	
Romania

	
Randomized controlled trial

	
40

	
Children with ASD

	
NR

	
Range = 3–6;

Mage (SD) = NR

	
NAO

	
Social skills (i.e., imitation, joint attention, and turn taking)




	
[56]

	
2015

	
Belgium/Romania

	
Two-way mixed factorial design

	
21

	
Children with ASD

	
85.71% male

14.29% female

	
Range = 4.5–8;

Mage = 6.19 (0.99)

	
Robonova

	
Social interaction (i.e., eye gaze, imitation, testing behaviors);

Positive affect




	
[53]

	
2019

	
Greece

	
Longitudinal design with no control group

	
7

	
Children with ASD/ASC (autism spectrum condition) (from low to high functioning, 1 child with severe language difficulties, 1 non-verbal child)

	
71.42% male

28.58% female

	
Range = 7–11;

Mage = NR

	
KASPAR

	
Communication and social skills

(i.e., prompted and unprompted speech, unprompted imitation, gesture recognition, seeking response and affection, self-initiated play, focus, and attention)




	
[34]

	
2012

	
Malasya

	
Pilot case study

	
1

	
Child with ASD in high functioning range

	
100% male

	
Age = 10

	
NAO

	
Social interaction




	
[55]

	
2019

	
Greece

	
Experimental design

	
12

	
6 children with ASD (highly functional) and 6 typically developing children

	
83.33% male

16.67% female

	
Range = 6–9;

Mage (SD) = NR

	
Daisy

	
Social skills (i.e., participation, turn taking, providing information, following rules and instructions)




	
[57]

	
2021

	
Italy

	
Two-period crossover design (repeated-measure design)

	
24

	
Children with ASC

	
79.17% male

20.83% female

	
Range = 4–7;

Mage (SD) = 5.79 (1.02)

	
Cozmo

	
Social skills (i.e., initiating, responding and maintaining social interaction, initiating and responding to behavioural requests, joint attention)




	
[54]

	
2019

	
United Kingdom

	
Pre–post design pilot study

	
12

	
11 children with ASD and 1 child with global developmental delay,

which gave the child ASD traits

	
58.33% male

41.67% female

	
Range = 11–14;

Mage (SD) = NR

	
KASPAR

	
Visual perspective taking and theory of mind




	
Cancer




	
[36]

	
2014

	
Iran

	
Experimental design

	
10

	
Children with cancer

	
NR

	
Range = 7–12

Experimental group:

Mage (SD) = 9.5 (1.26)

Control group:

Mage (SD) = 9.4 (1.36)

	
NAO

	
Anxiety;

Depression;

Anger




	
[37]

	
2016

	
Iran

	
Experimental design

	
10

	
Children with cancer

	
9.1% male

90.90% female

	
Range = 7–12

Experimental group:

Mage (SD) = 9.5 (1.63)

Control group:

Mage (SD) = 9.8 (1.36)

	
NAO

	
Anxiety;

Depression;

Anger




	
Mixed Target Disorders *




	
[48]

	
2017

	
Holland

	
Single-subject design

	
5

	
Adults with moderate to severe intellectual disabilities

	
40% male

60% female

	
Range = 59–70;

Mage = 64

	
Paro

	
Mood and alertness




	
[60]

	
2020

	
Japan

	
Experimental design

	
28

	
Participants all novices to mindfulness practices

	
NR

	
Range = NR

Mage (SD) = 20.2 (3.4)

	
Pepper robot

	
EEG asymmetry and mood




	
[67]

	
2019

	
Colorado

	
Single-subject design

	
4

	
Elderly with depression

	
25% male

75% female

	
Range = 62–93;

Mage = 76

	
Ryan (a she-robot)

	
Natural language;

Involvement;

Sentiments;

Symptoms of depression




	
[40]

	
2021

	
Scotland

	
Within-subjects experimental design

	
114

	
University students

	
Experiment 1:

38.5% male

61.5% females

Experiment 2:

40.7% male

59.30% females

Experiment 3:

32.8% male

67.20% females

	
Experiment 1: Range = 17–42;

Mage (SD) = 24.42 (6.40)

Experiment 2:

Range = 20–62

Mage (SD) = 28.60 (9.61)

Experiment 3:

Range = 18–43;

Mage (SD) = 23.02 (4.88)

	
NAO e Google MINI

	
Self-disclosure (i.e., length, sentimentality, voice pitch, harmonicity, energy)




	
[63]

	
2014

	
Japan

	
Experimental design

	
16

	
Healthy elderly

	
Group 1:

83.33% male

16.67% female

Groups 2: NR

	
Group 1:

Range = NR

Mage = 70

Groups 2:

Range = NR

Mage = 72

	
Bono-01

	
Amusement (i.e., laughter)




	
[42]

	
2020

	
Australia

	
Pilot randomized controlled trial with stepped-wedge design

	
26

	
Adults wanting to reduce snack intake

	
81.31% male

18.69% female

	
Range = 19–69;

Mage (SD) = 37 (13.47)

	
NAO

	
Number of snack episodes;

Motivational thoughts;

Craving cognitions;

Confidence to control snacking




	
[49]

	
2016

	
California

	
Pre–post design pilot study with no control group

	
23

	
Veterans (82.1% with dementia diagnosis, 12.5% without dementia,

5.4% data missing)

	
100% male

	
Range = 58–97;

Mage (SD) = 80 (10.6)

	
PARO

	
Negative behavioral states (i.e., anxiety, sadness, yelling behavior, isolation, pain, wandering/pacing);

Positive behavioral states (i.e., calmness, bright affect, sleeping, conversing)




	
Anxiety




	
[68]

	
2019

	
Malaysia

	
Pre–post design pilot study with no control group

	
21

	
Young adults with mild to moderate anxiety traits

	
60% male;

40% female

	
Range = 19–23;

Mage (SD) = 21.5 (1.6)

	
CAKNA

	
Anxiety




	
[50]

	
2012

	
Canada

	
Within subjects design participants

	
15

	
Children at high risk of anxiety

	
40% male;

60% female

	
Range = 10–17;

Mage (SD) = 13.7 (2.3)

	
Haptic Creature

	
Anxiety




	
[47]

	
2018

	
Connecticut

	
Experimental design

	
87

	
Children in early school years

	
47.1% male

52.9% female

	
Range = 6–9;

Mage (SD) = 8.15 (1.14)

	
Paro

	
Mood (positive and negative);

Anxiety;

Arousal




	
[69]

	
2017

	
Massachusetts (Boston)

	
Within-subject design, counterbalanced design across two sessions

	
12

	
12 students and professionals (7 categorized as high competence public

speakers; 5 with moderate competence)

	
75% male

25% female

	
Range = 22–28;

Mage = 24

	
RoboCOP

	
Anxiety and speaker confidence




	
Wellbeing And Stress




	
[61]

	
2014

	
Holland

	
Within-subject design

	
37

	
8 elderly (3 retired and 5 working at the university in education or related) and 29 non-elderly (11 students

and 10 researchers; 8 with university-related professions)

	
Elderly:

62.5% male

37.5% female

Non-elderly:

37.93% male

62.06% female

	
Elderly:

Range = 62–83;

Mage (SD) = 70.38 (7.84).

Non-elderly:

Range = 20–55;

Mage (SD) = 30.48 (7.49)

	
Giraff

	
Mood




	
[41]

	
2017

	
Massachusetts

	
Randomized clinical trial study

	
54

	
20 children in Inpatient Surgical Unit; 1 in Medical Surgical Intensive Care Unit; 24 in Hematology/Oncology Unit; 9 in the Bone Marrow Transplant Unit

	
61.11% male; 38.9% female

	
Range = 3–10; Mage (SD) = 6.09 (2.33)

	
Huggable robot

	
Socio-emotional wellbeing (i.e., affect, joyful play, stress and anxiety)




	
[62]

	
2020

	
Massachusetts

	
Pre–post design with no control group

	
35

	
Undergraduate students

	
20% male

77.14% female

2.86% other

	
NR

	
Jibo robot and a Samsung Galaxy tablet

	
Psychological wellbeing;

Mood;

Readiness to change




	
[39]

	
2017

	
Holland

	
Between-subjects factorial design

	
67

	
Healthy people

	
50.7% male

49.3% female

	
Range = 18–78;

Mage (SD) = 47.93 (19.96)

	
NAO

	
Arousal;

Robot-touch experience;

Robot perception;

Prosocial behaviors (i.e., willingness to donate money)




	
[38]

	
2016

	
Germany

	
Pilot study: early concept evaluation with a focus group

	
5

	
Children waiting to see a doctor

	
80% male

20% female

	
Range = 5–12;

Mage (SD) = NR

	
NAO (a.k.a. Murphy Miserable Robot)

	
Feelings in the waiting situation; Experience (i.e., stimulation, empathy, positive coping)








Note: NR = not reported; ASD = autism spectrum disorder; ASC = autism spectrum condition; * = intellectual disabilities; mindfulness; depression; self-disclosure; emotional states in elderly; behavior change intervention and reduction of high calories; positive and negative behaviors in veterans.
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Table A2. Main characteristics of the studies reviewed: main findings, study limitations, risk of biases (n = 39).
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Ref.

	
Main Findings

	
Study Limitations

	
Risk of Biases




	
Autism Spectrum Disorder






	
[43]

	
The robot-assisted intervention was associated with a statistically significant decrease of the level of prompt the children needed to perform the social behavior.

	
Limited generalizability due to small sample size; the therapist could not stop the robot playing a story when necessary.

	
Sampling bias due to small sample size (possible type II error) and low representativeness; bias due to use of single-case design.




	
[71]

	
Situation-based emotion recognition performance was increased by PROBO’s active face with a moderate to large effect size; no qualitative differences were found in the valence (positive or negative) of the emotion.

	
Limited generalizability due to small sample size and limited representativeness of the population; possible experimenter effect.

	
Sampling bias due to small sample size (possible type II error) and low representativeness; sampling bias due to recruitment of a male-only sample; bias due to use of single case design.




	
[51]

	
An increase in rational beliefs and a decrease in emotion intensity was found in both the robot-enhanced therapy and in the treatment-as-usual group with a large effect size. No significant differences were shown in social knowledge, irrational beliefs, and adaptive behaviors in both groups.

	
Limited generalizability due to relatively small sample size.

	
Sampling bias due to small sample size (possible type II error).




	
[44]

	
Eye contact with the interaction partner was significantly higher in the robot condition compared to the human agent condition with a medium effect size.

No significant differences were shown in detecting preferences of the robot or the adult, nor in the positive affect, frequency of asocial behaviors, and verbal utterances in the robot condition.

	
Limited generalizability due to relatively small sample size and single exposure to the conditions; the vast majority of the sample was male; technical constraints of the robot; the robot was not capable of reacting to social advances made by the children with gestures.

	
Sampling bias due to small sample size (possible type II error) and low representativeness.




	
[32]

	
A significant increase was found in frequency of initiations with or without prompt in the robot interaction in half of the sample.

A general low level of free initiations was found in both the robot and human condition.

Eye gaze, smile, and laughter were increased in half of the sample in the robot condition.

The frequency of shared eye gaze was increased in just one child in the robot interaction.

	
Limited generalizability due to small sample size and lack of female sample; the robot is capable of imitating only gross arm movements and it is not fast enough for a perfect contingency; possible habituation effect; rigidity of the experimental setup.

	
Sampling bias due to small sample size (possible type II error) and low representativeness; sampling bias due to recruitment of a male-only sample; bias due to missing data; bias due to use of single case design; bias due to possible habituation effect.




	
[46]

	
No significant differences were observed between the robot and human condition for any of the variables (i.e., children performed well in both conditions, the robot triggered a similar frequency of independent and collaborative play behaviors as with an adult interaction partner).

	
Limited generalizability due to relatively small sample size and single exposure to the conditions; the vast majority of the sample was male; technical constraints of the robot; the robot was not capable of reacting to social advances made by the children with gestures.

	
Sampling bias due to small sample size (possible type II error) and low representativeness; bias due to technical constraints of the robot.




	
[52]

	
A significantly higher number of errors was found in the robot condition when learning the task as compared to the human condition, with a large effect size. No significant differences were found in the number of perseverative, regressive, and lose-shift errors in the two conditions.

A significantly higher number of attentional engagement episodes and positive affects were found in the robot condition, respectively, with a large and medium effect size.

	
Limited generalizability due to relatively small sample size and single exposure to the conditions; no specified gender distribution; possible effect of familiarity; wide age range in the experimental group and between the groups.

	
Sampling bias due to small sample size (possible type II error) and low representativeness; bias due to possible effect of familiarity.




	
[58]

	
The level of face fixation was higher in the robot condition even if a significant decrease in eye contact was found at the end of interaction.

	
Limited generalizability due to relatively small sample size and lack of female participants.

	
Sampling bias due to small sample size (possible type II error) and low representativeness; sampling bias due to recruitment of a male-only sample.




	
[45]

	
More collaborative play and engagement and less stereotyped behaviors were found in the robot condition. For play performance, eye contact, positive emotions, and contingent utterances, no significant differences were found between the two conditions.

	
Limited generalizability due to small sample size and single exposure to the conditions.

	
Sampling bias due to small sample size (possible type II error) and low representativeness; sampling bias due to recruitment of a male-only sample.




	
[30]

	
In the robot intervention, improvements were shown in imitation, turn-taking tasks (i.e., sharing information), completing a series of figures, and categorizing items, but not in joint attention. Both the standard human treatment and robot-enhanced therapy had a positive effect on the clinical ASD symptoms, reducing their severity.

	
Limited generalizability due to relatively small sample size; shortcomings of

participants’ demographic information.

	
Sampling bias due to small sample size (possible type II error) and low representativeness; bias due to use of single-case alternative treatment design.




	
[33]

	
Similar levels of performance were found for turn-taking skills across standard human treatment and robot-enhanced treatment.

The effect of the robot condition was higher and mostly statistically significant on adaptive behaviors, even if this condition also led to some increases in stereotyped and maladaptive behaviors.

More interest and eye gaze were found in the robot condition for some of the children as compared to human interaction.

	
Limited generalizability due to small sample size; rigidity of the experimental setup.

	
Sampling bias due to small sample size (possible type II error) and low representativeness; bias due to use of single subject design.




	
[29]

	
A large effect of the social robot was found in promoting learning of socio-emotional understanding skills. An increased ability to understand beliefs, emotions (i.e., anger, disgust, fear, happiness, sadness, and shame), and thoughts of others was found.

	
Limited generalizability due to small sample size; the vast majority of sample was male; possible co-therapist effect; difference in the complexity of the tasks between control and robot groups.

	
Sampling bias due to small sample size (possible type II error) and low representativeness; bias due to possible co-therapist effect; bias due to different complexity of the tasks between control and robot groups.




	
[35]

	
The use of different social cues for prompting joint attention with the robot increased the performance of the children (i.e., the use of pointing with or without vocal instructions, in addition to gaze orientation, led to more joint attention engagement and maximum performance than gaze orientation alone).

	
Limited generalizability due to small sample size; the vast majority of sample was male.

	
Sampling bias due to small sample size (possible type II error) and low representativeness; bias due to use of single subject design.




	
[59]

	
A statistically significant reduction was found in the average protein level and in the alpha-amylase levels (i.e., indicators of stress) after interacting with the robot.

	
Limited generalizability due to small sample size; absence of a control group; no specified gender distribution; other factors may have influenced protein levels and alpha-amylase (i.e., medications, body temperature).

	
Sampling bias due to small sample size (possible type II error) and low representativeness; bias due to absence of a control group; bias due to possible influence of confounding factors.




	
[31]

	
A significant difference was found on joint attention favoring the standard human treatment intervention as compared with the robot condition. Comparisons on imitation and turn taking were not significant.

	
Limited generalizability due to small number of sessions; no specified gender distribution; unequal distribution of the participants in the two conditions (due to the blind randomization process) possibly affected the statistical power with reduction of significant effect detection.

	
Sampling bias due to small sample size (possible type II error) and low representativeness; bias due to unequal distribution of the participants in the two conditions.




	
[56]

	
The robot was able to elicit testing behaviors when the behavior was not a perfect mirroring, More attention was paid to the robot than the human.

	
Limited generalizability due to relatively small sample size; the vast majority of sample was male; absence of a control group.

	
Sampling bias due to small sample size (possible type II error) and low representativeness; bias due to absence of a control group.




	
[53]

	
An improvement was found in the communication and psychomotor function domains with moderate effect sizes. An increase was found in unprompted imitation (i.e., poses, sequence of movements, and facial expressions) and prompted speech, with a large and significant effect, and in gesture recognition, with a moderate and significant effect. A positive increasing trend was found for prompted imitation and unprompted speech, with a moderate to large effect. A decrease was found in self-initiated play behavior, with a small to moderate effect.

An increase was found in focus, attention, and the behavior of seeking a response, with a moderate but not significant effect.

	
Limited generalizability due to small sample size; absence of a control group; possible examiner effect; the vast majority of sample was male; the behavioural coding was only conducted with the robot and not with the human session; impact of children’s mood variability on the interaction with the robot.

	
Sampling bias due to small sample size (possible type II error) and low representativeness; bias due to absence of a control group; bias due to possible examiner effect.




	
[34]

	
Autistic behaviors were suppressed during the child–robot interaction and more eye contact was observed between the child and robot compared to the interaction between child and teacher.

The robot’s simple appearance compared to humans elicited the child’s interest to sustain interaction.

	
Limited generalizability due to small sample size.

	
Sampling bias due to recruitment of a male-only sample; bias due to use of single case study.




	
[55]

	
A statistically significant improvement was found in children’s social performance in the robot condition for activities in groups, providing information, and turn taking. The skill of following the rule did not show statistical significance.

	
Limited generalizability due to small sample size; the vast majority of sample was male.

	
Sampling bias due to small sample size (possible type II error) and low representativeness.




	
[57]

	
The combination of standard therapy and robot-assisted training was more effective than the standard therapy alone in improving the children’s tendency to initiate social interaction and behavioural requests. A marginal difference was found in the tendency to maintain social interaction and respond to behavioural requests in the combined therapies. No significant difference was found in the tendency to respond to social interaction, initiate, maintain, and respond to joint attention behaviors.

	
Limited generalizability due to relatively small sample size; high drop-out rate (1/3 of the initial sample); the vast majority of sample was male.

	
Sampling bias due to small sample size (possible type II error) and low representativeness; sampling bias due to lack of sampling criteria explication; bias due to high drop-out rate.




	
[54]

	
Visual perspective taking was improved over sessions with the robot in children with moderate to high functioning.

	
Limited generalizability due to relatively small sample size; the progression criteria in games could not be respected because of the wide heterogeneity in children’s ability.

	
Sampling bias due to small sample size (possible type II error) and low representativeness; sampling bias due to lack of inclusion criteria.




	
Cancer




	
[36]

	
A significant reduction was found in the levels of anxiety, depression, and anger in patients after treatment in the robotic group.

	
Limited generalizability due to small sample size; no specified gender distribution; most of the participants knew the research team before the study began.

	
Sampling bias due to small sample size (possible type II error) and low representativeness; bias due to possible Rosenthal effect.




	
[37]

	
A significant decrease was found in anxiety, depression, and anger after receiving the therapy in the robot group.

	
Limited generalizability due to small sample size; the vast majority of sample was female;

drop-out due to lack of willingness to come to the medical centers (i.e., unpleasant memories); most of the participants knew the research team before the study began.

	
Sampling bias due to small sample size (possible type II error) and low representativeness; bias due to drop-out during sessions; bias due to possible Rosenthal effect.




	
Mixed Target Disorders *




	
[48]

	
The robot showed a positive influence on mood (as rated by daily supervisors and self-rated) and alertness, with an increase in activity and interaction with the environment and a decrease in agitation in just one participant. No significant beneficial effects were found in the rest of the sample.

	
Limited generalizability due to small sample size; limitations due to small reliability of AB design; the self-report scale on mood might have been too complicated for some of the participants.

	
Sampling bias due to small sample size (possible type II error) and low representativeness; bias due to missing data.




	
[60]

	
A significantly greater right-sided activity was found in the occipital gamma band (attributed to increased sensory awareness and open monitoring) during robot interaction in the meditation group compared to the control group.

No significant differences were found in the frontal asymmetry of the two groups.

An improvement was found in mood after interaction with the robot.

	
Limited generalizability due to relatively small sample size; no specified gender distribution.

	
Sampling bias due to small sample size (possible type II error) and low representativeness; measurement bias due to using an instrument for mood assessment (i.e., the Positive and Negative Affect Scale) that did not have adequate indicators to capture all affective dimensions.




	
[67]

	
Participants improved their natural language with an increase in average sentence length. High feelings of comfort and enjoyment were reported with the robot. Improvements were found in Patient Health Questionnaire-9 scores in 75% of the sample and in Geriatric Depression Scale scores in 50% of the sample.

	
Limited generalizability due to small sample size; the vast majority of the sample was male; possible role of confounding variables (i.e., the excitement of participating in an experiment).

	
Sampling bias due to small sample size (possible type II error) and low representativeness.




	
[40]

	
The robot was able to elicit self-disclosure but less so than the human. The embodiment was an important feature in eliciting self-disclosure and influencing its quantity and quality.

	
Limited representativeness due to recruitment of university students only; limited ecological laboratory experiment.

	
Sampling bias due to small sample size (possible type II error) and low representativeness; bias due to compensation for participating in the study.




	
[63]

	
The frequency of laughter evoked by the robot was mostly higher than that evoked by the original human speaker. The robot was accepted as a participant in the group conversation.

	
Limited generalizability due to small sample size; the vast majority of the sample was male.

	
Sampling bias due to small sample size (possible type II error) and low representativeness; sampling bias due to lack of sampling criteria explication.




	
[42]

	
A significant reduction was found in snack episodes and frequency of craving imagery in the robot treatment. A significant increase was found in perceived confidence to control snack intake for time duration, specific scenarios, and emotional states but not for confidence in the number of days of adherence. Significant positive correlations were found between snack episode reductions and working alliance, including a personal bond between the social robot and the participant.

	
Limited generalizability due to small sample size; the vast majority of sample was male; short study duration.

	
Sampling bias due to small sample size (possible type II error) and low representativeness; bias due to lack of completion of initial measurement (i.e., high-calorie diary recall segment).




	
[49]

	
A significant decrease was found in negative behavioral states (i.e., observed anxiety, sadness, yelling, isolative behaviors, reports of pain, wandering/pacing) after the robot intervention.

A significant increase was found in positive behavioral states (i.e., calmness, bright affect, sleep behavior, and conversing) after the robot intervention. The presence of pre-test positive or negative behaviors was significantly associated, respectively, with post-test positive and negative behaviors. The robot effect was not moderated by a dementia diagnosis, except for one case that approached significance.

	
Limited generalizability due to small sample size; limited generalizability due to unblinding, and inability to distinguish the effects of staff from effects of the robot; absence of control group; absence of females in sample; drop-out due to death, transfer, or discharge.

Officially, the study was conducted as a non-research activity

	
Sampling bias due to small sample size (possible type II error) and low representativeness; sampling bias due to recruitment of a male-only sample; possible observer bias (unblinded observational study) or selection bias; bias due to no randomization; bias due to absence of a control group; bias due to drop-out.




	
Anxiety




	
[68]

	
A significant improvement was found in State-Trait Anxiety (Form Y) scores after using the robot-based system.

	
Limited generalizability due to small sample size; shortcomings of activity explication; only state anxiety was evaluated.

	
Sampling bias due to small sample size (possible type II error) and low representativeness; bias due to absence of a control group.




	
[50]

	
A significant decrease was found in state anxiety, heart rate, and breathing rate during active trials with the robot (the robot was breathing). A significant increase was found in emotional valence (i.e., the positivity of the emotional response was significantly strengthened).

	
Limited generalizability due to small sample size; limited generalizability due to population with highly positive attitude towards pets; familiarity with the task before the study began.

	
Sampling bias due to small sample size (possible type II error) and low representativeness; sampling bias due to lack of inclusion of sample with target diagnosis; bias due to familiarity with the task.




	
[47]

	
A significant improvement was found in positive affect after interacting with the robot in a stressful task, with a large effect. No effect was found in negative affect, anxiety, or arousal.

	
Limited generalizability due to relatively small sample size and brief interactions with the social assistive robot; only short-term changes in anxiety, mood, and arousal were analyzed.

	
Sampling bias due to small sample size (possible type II error) and low representativeness; bias due to compensation for participating in the study.




	
[69]

	
No significant effects were found on state anxiety or speaker confidence even if the robot led to improvements in the rehearsal experience of presenters.

	
Limited generalizability due to small convenience sample size; the vast majority of the sample was male; limited ecological validity.

	
Sampling bias due to small sample size (possible type II error) and low representativeness; bias due to compensation for participating in the study.




	
Wellbeing And Stress




	
[61]

	
An improvement was found in mood when the robot was presented as a coach intended to perform a psychological exercise. A decrease was shown in mood when the robot was presented as a conversation partner. Communication problems and less confidence were reported by the elderly interacting with the robot as compared with younger participants.

	
Limited generalizability due to relatively small sample size; limited generalizability due to artificiality of the scenario and low ecological validity.

	
Sampling bias due to small sample size (possible type II error) and low representativeness; sampling bias due to lack of sampling criteria explication; bias due to elderly participants’ communication problems with the robot.




	
[41]

	
Positive emotions (i.e., joy) were elicited by the robot both in its embodied and avatar form. The effect was comparable between the robot and an avatar. The robot effect was higher than the effect elicited by a non-interactive toy. The embodiment did not seem necessary to elicit positive emotions.

	
Limited generalizability due to relatively small sample size.

	
Sampling bias due to small sample size (possible type II error).




	
[62]

	
A statistically significant improvement was found in psychological wellbeing, overall mood, and readiness to change behavior in the group with low neuroticism and high conscientiousness after the robot intervention.

A significant improvement was found in psychological wellbeing also in the group with high neuroticism and low conscientiousness, but not in mood or readiness to change.

	
Limited generalizability due to relatively small sample size; no specified information about age; the vast majority of the sample was female; no randomization to a control group; most of the sample voluntarily signed up to the study.

	
Sampling bias due to small sample size (possible type II error) and low representativeness; bias due to absence of a control group; self-selection bias.




	
[39]

	
No significant effect of a robot-initiated touch was found on physiological measures of arousal nor on prosocial behaviors (i.e., the amount of money participants were willing to donate or the amount of time participants were willing to offer for participating in another questionnaire).

	
Limited generalizability due to relatively small sample size; limitations due to technical features (i.e., too quickly or slowly or rigid movements of the robot responses may have affected the spontaneity of the interaction).

	
Sampling bias due to small sample size (possible type II error) and low representativeness; bias due to compensation for participating in the study.




	
[38]

	
Empathy was the most reported level of experience when interacting with the robot that was seen as a friend. Stimulation (i.e., being interested in the robot to forget the situation) was also reported, when the robot was seen as a means of distraction.

	
Limited generalizability due to small sample size; the vast majority of the sample was male.

	
Sampling bias due to lack of sampling criteria explication.








Note: ASD = autism spectrum disorder; ASC = autism spectrum condition; * = intellectual disabilities; mindfulness; depression; self-disclosure; emotional states in elderly; behavior change intervention and reduction of high calories; positive and negative behaviors in veterans.
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Table A3. Robot employed in the reviewed studies.
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	Robot
	Brief Description
	Classification 1





	NAO (a.k.a. Murphy miserable robot)

 [image: J 04 00048 i001]

Source for image: [39]
	NAO is a humanoid robot produced by Aldebaran Robotics, designed to interact with people. It is a medium-sized (57–58 cm) entertainment robot that includes an onboard computer and networking capabilities at its core. Its platform is programmable and it can handle multiple applications. It can walk, dance, speak, and recognize faces and objects. Now in its sixth generation, it is used in research, education, and healthcare all over the world.
	 [image: J 04 00048 i002]



	PROBO

 [image: J 04 00048 i003]

Source for image: [87]
	Probo is an animal-like green robot with an attractive trunk or proboscis, animated ears, eyes, eyebrows, eyelids, mouth, neck, and an interactive belly screen. It provides a soft touch and a huggable appearance, and it is designed to act as a social interface. It is usually used as a platform to study human robot interaction (HRI), while employing human-like social cues and communication modalities. The robot has a fully actuated head, with 20 degrees of freedom, and it is capable of expressing attention and emotions via its gaze and facial expressions and making eye-contact.
	 [image: J 04 00048 i004]



	KEEPON

 [image: J 04 00048 i005]

Source for image: [51]
	Keepon is a small robot with a silicone-rubber body, resembling a yellow snowman. The robot sits on a black cylinder containing four motors and two circuit boards, via which its movements can be manipulated. Its head and belly deform whenever it changes posture or someone touches it, and it can nod, turn, lean side-to-side and bob. Keepon has been widely used in human–robot interaction studies with social behaviors.
	 [image: J 04 00048 i006]



	THE HAPTIC CREATURE

 [image: J 04 00048 i007]

Source for image: [50]
	The Haptic Creature is an animal-like robot that is able to breathe, purr, and change the stiffness of its ears. It was developed by Steve Yohanan to study the communication of emotion through touch. Under its soft artificial fur, the robot takes advantage of an array of touch sensors to perceive a person’s touch and by changing the depth and rate of its breathing, the symmetry between the inhale and exhale, the strength of its purring, and the stiffness of its ears, it is able to communicate different emotions.
	 [image: J 04 00048 i008]



	PARO

 [image: J 04 00048 i009]

Source for image: [49]
	Paro is a baby harp-seal-like robot with white fur. It is equipped with four primary “senses”, such as sight (via a light sensor), hearing (including sound directionality and speech recognition), balance, and tactile sensation. It has been developed to provoke social reactions by having soft fur, by reacting to its environment with sounds (i.e., showing a diurnal sleep–wake cycle if reinforced in the form of stroking or petting), and by moving its head, tail, and eyelid.
	 [image: J 04 00048 i010]



	KASPAR

 [image: J 04 00048 i011]

Source for image: [88]
	Kaspar is a humanoid child-sized robot developed by the Adaptive Systems Research Group at the University of Hertfordshire. It can move its arms, head, and torso; blink; make facial expressions (e.g., smile when “happy”); and vocalize pre-programmed sounds, words, and sentences by using a neutral human voice. It can operate in a semi-autonomous manner when controlled via a wireless keypad to perform various pre-programmed actions or actions can also be triggered by activating the robot’s tactile sensors placed on different parts of its body.
	 [image: J 04 00048 i012]



	KILIRO

 [image: J 04 00048 i013]

Source for image: [59]
	KiliRo is a parrot-like robot capable of recognizing English alphabets from A through Z and Arabic numerals from 0 through 9 using the QR code scanning algorithm. When a number or an alphabet is shown to the robot, it reads the QR code pasted in the model and the corresponding text is converted into speech using the text-to-speech module. It also has seven touch sensors used to recognize the tactile interaction preferences of children with the KiliRo robot and, if touched, the LED light on the robot glows, encouraging the children for more physical interaction with KiliRo.
	 [image: J 04 00048 i014]



	FLOBI

 [image: J 04 00048 i015]

Source for image: [89]
	The humanoid robot head Flobi is able to communicate (using an external loudspeaker positioned next to the robot head) and to display a range of facial expressions.
	 [image: J 04 00048 i016]



	ROBONOVA

 [image: J 04 00048 i017]

Source for image: [90]
	Robonova is a small humanoid robot developed by Hitec Robotics with high speed of execution and 16 degrees of freedom, and fundamental abilities for achieving a high level of temporal contingency between the acts of the user and those of the robot. It contains remote control ability through IR, RC, or a Bluetooth joystick.
	 [image: J 04 00048 i018]



	DAISY

 [image: J 04 00048 i019]

Source for image: [91]
	Daisy is a semi-autonomous robot in the shape of a light blue and purple flower that resembles a stuffed soft toy. The face of the robot has two eyes with eyebrows that blink and look around and a mouth that speaks words and about 400 preinstalled phrases categorized according to their meaning with the lip sync technique. Daisy can be remotely controlled to perform sequences of movements and facial expressions.
	 [image: J 04 00048 i020]



	COZMO

 [image: J 04 00048 i021]

Source for image: [92]
	Cozmo robot is a small toy robot inspired by Pixar’s Wall-E and Eve, controlled through a smartphone app with different modes. It recognizes human faces, pets, and its toy cubes and uses different sensors to track its body orientation. It also displays emotions using sounds and animations. It does not have speech recognition and mainly interacts through beeps, movements, and animated eyes.
	 [image: J 04 00048 i022]



	PEPPER

 [image: J 04 00048 i023]

Source for image: [93]
	Pepper is a humanoid robot developed by SoftBank Robotics, capable of exhibiting body language, perceiving and interacting with its surroundings, and moving around. It can also analyze people’s expressions and voice tones, using the latest advances and proprietary algorithms in voice and emotion recognition to spark interactions.
	 [image: J 04 00048 i024]



	RYAN

 [image: J 04 00048 i025]

Source for image: [94]
	Ryan is a social robot developed by DreamFace Technologies, LLC. for face-to-face human–robot communication in different social, educational, and therapeutic contexts. It has an emotive and expressive animation-based face with accurate visual speech and can communicate through spoken dialogue. On its chest, there is also a tablet that can receive the user’s input or show videos or images to them.

It can also be equipped with a dialog manager called ProgramR that the robot uses to process the users’ input and reply properly to them.
	 [image: J 04 00048 i026]



	CAKNA

 [image: J 04 00048 i027]

Source for image: [95]
	Cakna stands for collaborative, knowledge-oriented, and autonomous agent or means “care” in Malay language. It is half a meter tall and is designed to sit on a table or countertop. It has a limited ability to express state to the user using physical or anthropomorphic displays (e.g., mouth, arms, hands).
	 [image: J 04 00048 i028]



	ROBOCOP

 [image: J 04 00048 i029]Source for image: [69]
	RoboCOP (robotic coach for oral presentations) is an automated anthropomorphic robot head for presentation rehearsal. It actively listens to a presenter’s speech and offers detailed spoken feedback on five key aspects of presentations: content coverage, speaking rate, filler rate, pitch variety, and audience orientation. It also provides high-level advice on the presentation goal and audience benefits, as well as talk organization, introduction, and close.
	 [image: J 04 00048 i030]



	BONO-01

 [image: J 04 00048 i031]

Source for image: [63]
	Bono-01 is a conversation support robot dressed in baby clothes, capable of network communication control, transmission and reception of images, and responding to facilitate conversations.
	 [image: J 04 00048 i032]



	GIRAFF

 [image: J 04 00048 i033]

Source for image: [96]
	The Giraff telepresence robot is generally used to achieve remote communication between two parties. It consists of a mobile robotic base equipped with a web camera, a microphone, and a screen. Users interact through the robotic device with a remote peer who connects through a client interface. The client interface is on the remote user site and it allows the user to teleoperate the Giraff and navigate around (by pointing directly on the real time video image and pushing the left button on the mouse) while speaking through a microphone and a web camera, as well as receive the video and audio stream from the Giraff.
	 [image: J 04 00048 i034]



	JIBO

 [image: J 04 00048 i035]

Source for image: [97]
	JIBO is a commercial robot equipped with basic skills, such as weather forecast, jokes, music, and interactive games. It is meant to be placed on a table, desk, or counter and contains no wheels or other mechanisms to travel to a different location, but it is able to express itself with body poses and gestures using just a torso and head. The center of JIBO’s face has a touch screen that usually displays JIBO’s eye (a grey circle) that moves along with JIBO’s body (e.g., looking to the right as JIBO turns its body right). However, the screen can also be used for other purposes, such as displaying text, images, or videos. The touch aspects can be used to identify objects or make selections on the screen.
	 [image: J 04 00048 i036]



	THE HUGGABLE ROBOT

 [image: J 04 00048 i037]

Source for image: [41]
	The Huggable robot is a blue and green teddy-bear-like robot with a big head and large eyes that intensify the sense of infancy and make it more appealing for young children. It has twelve degrees of freedom (DOF) to perform animate and expressive motions and it is capable of manual look-at and point-at behaviors. It is also able to talk and move up and down the muzzle accordingly.
	 [image: J 04 00048 i038]







Note: 1 classification was made according to the framework for classifying social robots proposed by Bartneck and Forlizzi [8].
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Figure 1. Diagram showing the information flow through the review: the number of records identified, included, and excluded. 
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Figure 2. Bar chart of the social robot adoption in the selected studies. 
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