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Abstract: This paper introduces a new derivation of the radix-22 fast algorithm for the forward odd
new Mersenne number transform (ONMNT) and the inverse odd new Mersenne number transform
(IONMNT). This involves introducing new equations and functions in finite fields, bringing particular
challenges unlike those in other fields. The radix-22 algorithm combines the benefits of the reduced
number of operations of the radix-4 algorithm and the simple butterfly structure of the radix-2
algorithm, making it suitable for various applications such as lightweight ciphers, authenticated
encryption, hash functions, signal processing, and convolution calculations. The multidimensional
linear index mapping technique is the conventional method used to derive the radix-22 algorithm.
However, this method does not provide clear insights into the underlying structure and flexibility
of the radix-22 approach. This paper addresses this limitation and proposes a derivation based on
bit-unscrambling techniques, which reverse the ordering of the output sequence, resulting in efficient
calculations with fewer operations. Butterfly and signal flow diagrams are also presented to illustrate
the structure of the fast algorithm for both ONMNT and IONMNT. The proposed method should
pave the way for efficient and flexible implementation of ONMNT and IONMNT in applications
such as lightweight ciphers and signal processing. The algorithm has been implemented in C and is
validated with an example.

Keywords: radix-22; ONMNT; IONMNT; fast algorithm

1. Introduction

Number theoretic transforms (NTTs) [1] have many applications [2] in signal process-
ing and cryptography [1]. Two well-known NTTs are the Mersenne number transform
(MNT) [3,4] and the Fermat number transform (FNT) [5,6], which are based on Mersenne
numbers and Fermat numbers, respectively. MNT has been given particular attention as it
has simple arithmetic and favorable reduction operations compared to FNT. However, MNT
has limitations in terms of its transform length, which is short and has limited factorability,
making it unfeasible to use the fast algorithm.

To address the limitations of MNT, Bousssakta and Holt introduced the new Mersenne
number transform (NMNT) [7]. Later, two new variants named the odd new Mersenne num-
ber transform (ONMNT) and the odd square new Mersenne number transform (O2NMNT)
were proposed; these are known as generalized new Mersenne number transforms (GN-
MNTs) [8]. These two transforms have shown promising results in signal processing,
image processing, and cryptography [9]. Parameterized implementation, strong diffusion
performance, and simple arithmetic operations are critical advantages of NMNT-based
cryptographic ciphers over conventional ciphers.

One of the advantages of the NMNT family of transforms is their suitability for fast
algorithms, as their transform length is always a power of 2. A detailed discussion on
different fast algorithms such as radix-2, radix-4, and split-radix for NMNT and GN-
MNT can be found in [9,10]. Hue et al. [11] presented a realization of NMNT using the
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Walsh–Hadamard Transform (WHT) to speed up the calculation. The split-radix algorithm
has the lowest arithmetic complexity. It avoids the limitation of the radix-4 algorithm,
which can only be applied for a transform length N with an odd power of 4. However,
the structure of the split-radix algorithm is highly complex, and its implementation in a
simple hardware system is challenging. A new class of fast algorithms called radix-22 [12]
algorithms has been proposed, incorporating a twiddle factor decomposition technique
in an efficient divide and conquer method, which leads to a regular signal flow graph
structure. The structure of the radix is a crucial factor in determining the architecture
of the fast Fourier transform (FFT) [13] processor. A simple and regular radix structure
allows for an efficient implementation of the architecture [14]. The radix-22 algorithm
retains both the low multiplicative complexity of the radix-4 algorithm and the simple
structure of the radix-2 algorithm. Thus, it solves both these limitations. This algorithm
can be used directly for even values of n, where N = 2n, and for odd values of n simply by
utilizing a mixed-radix algorithm at the beginning or end of the radix-22 algorithm. The
radix-22 algorithm can, therefore, be implemented for any value of N that is a power of
2. Moreover, significant memory savings have been achieved using this algorithm [15].
Therefore, multiple efficient implementations of the radix-22 FFT algorithm have been
proposed for application-specific integrated circuits (ASIC) [16] and field-programmable
gate arrays (FPGA) [16–18], primarily in the field of wireless communication.

Lightweight cryptography [19] is another area of research that can benefit from the
efficient implementation of radix-22 algorithms in resource-constrained devices, such as in
radio frequency identification (RFID), sensors, wireless Internet of Things (IoT) devices [20],
smart home automation, telemedicine, smart money [21], healthcare, and military applica-
tions. Efficient hardware implementations [22] are important in lightweight cryptography.
In recent years, number theoretic transform-based cryptographic systems have been pro-
posed, especially for the IoT [23–25]. One of the advantages of number theoretic transforms
such as ONMNT is the ability to use fast algorithms. As the radix-22 fast algorithm offers a
simple butterfly structure while maintaining the multiplicative complexity of the radix-4
algorithm, the derivation of the radix-22 fast algorithm for ONMNT will improve the
efficiency for ONMNT-based lightweight ciphers. In the literature, there are two main
approaches to implementing the radix-22 algorithm. The first approach is based on mul-
tidimensional index mapping [26], while the second is the twiddle factor unscrambling
technique [27]. In conventional multidimensional index mapping, the transform length N is
mapped onto a multidimensional array, following a similar approach to the Cooley–Tukey
algorithm. In the twiddle factor unscrambling technique [28], the segment is divided into
N/4 equal segments, and each smaller butterfly is rearranged to be in base 2 or bit-reversed
order rather than in base 4 or in word-reversed order, which is typical for the general
radix-4 algorithm. This technique is comparatively efficient, and in this paper, we use the
twiddle factor unscrambling technique to derive a radix-22 algorithm for ONMNT. The
benefit of using the bit-unscrambling technique is that a higher-order radix, such as 4, 8,
16 or 2i, can use the same bit-unscrambling counter, which speeds up the calculation [29]
without needing extra calculations and data processing. This fast algorithm can be used
in a lightweight cipher, in which reducing the number of operations leads to a compact
implementation and efficient convolution calculations in signal processing applications.
In [30], the authors presented promising results on using the bit-unscrambling technique
for radix 22. It showed the dual advantages of a simpler structure and a reduced number of
calculations. However, the paper was limited to NMNT. ONMNT is a more recent GNMNT,
and it offers strong diffusion performance [9]. Unlike NMNT and O2NMNT, the kernel
matrix for ONMNT is transposed in the inverse transform. Moreover, the derivation of
the ONMNT fast algorithm requires considering retrograde points. Fast algorithms for
ONMNT using radix 22 have not been explored yet. Therefore, the aim of this paper is to
develop the radix-22 fast algorithm for the calculation of the ONMNMT and IONMNT.

The original contributions of this paper are as follows:
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1. A novel mathematical derivation of a radix-22 algorithm for ONMNT and the inverse
ONMNT (IONMNT) using the radix-22 bit-unscrambling technique.

2. A detailed derivation of the transform kernel relationships incorporating retrograde
points.

3. Butterfly diagrams and signal flow graphs of the Radix-22 algorithm for ONMNT
and IONMNT.

Regarding the rest of the paper, Section 2 describes the most common fast algorithms.
Sections 3 and 4 provide a detailed derivation of the radix-22 algorithm for the forward and
inverse ONMNT with a butterfly diagram and a signal flow diagram, respectively. Section 5
discusses the arithmetic complexity of the proposed fast algorithm and compares it with
direct calculation and radix-22. Section 6 presents an example to demonstrate the accuracy
of the proposed fast algorithm. Section 7 concludes the paper and provides suggestions for
future work.

2. Odd New Mersenne Number Transform

ONMNT is the first of the two new NMNT-based transforms introduced by Boussakta
et al. [8]. An odd member of the transform parameter is chosen to form the kernel matrix.

The ONMNT of an integer sequence x(n), where n = 0, 1, 2, 3, . . . , N − 1 with trans-
form length N = 2m for m = 1, 2, 3, . . . , p− 1, is defined as follows:

Xo(k) =
〈 N−1

∑
n=0

x(n)β

(
n(2k + 1)

2

)〉
Mp

(1)

where k = 0, 1, 2, . . . , N− 1, 〈.〉Mp represents modulo Mp where Mp = 2p − 1 is a Mersenne

prime for p = 2, 3, 5, 7, 13, 17, 19, . . . and β

(
n(2k+1)

2

)
is the transform kernel. For the

ONMNT, the transform kernel can be expressed by the following matrix:

Mo f =



β(0) β(0) . . . β(0)
β
( 1

2
)

β
( 3

2
)

. . . β
( 2N−1

2
)

β(1) β(3) . . . β
(
2(N − 1)

)
β
( 3

2
)

β
( 9

2
)

. . . β

{
3(2N−1)

2

}
...

...
. . .

...

β
(N−1

2
)

β

{
3(N−1)

2

}
. . . β

{
(2N−1)(N−1)

2

}


(2)

The IONMNT is defined as follows:

x(n) =
〈

N−1
N−1

∑
k=0

X0(k)β

(
k

2n + 1
2

)〉
Mp

(3)

where n = 0, 1, 2, 3, . . . , N − 1, X0(k) is the input sequence and β
(
k 2n+1

2
)

is the kernel
parameter for IONMNT. When comparing (1) and (3), the IONMNT differs from the
ONMNT in two ways: it has a scaling factor N−1 and the transform matrix is transposed
(i.e., Moi = MT

o f
) to let the kernel matrix be orthogonal. Therefore, the following is the

kernel matrix of the inverse ONMNT:
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Moi =



β(0) β
( 1

2
)

. . . β
(N−1

2
)

β(0) β
( 3

2
)

. . . β

{
3(N−1)

2

}
β(0) β

( 5
2
)

. . . β

{
5(2N−1)

2

}
...

...
. . .

...

β(0) β
( 2N−1

2
)

. . . β

{
(N−1)(2N−1)

2

}


(4)

The maximum transform length for ONMNT is Nmax = 2p−1.

3. Derivation of Radix-22 Algorithm for ONMNT

An ONMNT radix-22 algorithm can be developed by decomposing (1) into 22 = 4
equal partial sums of transform length N

4 , where n = 0, 1, 2, . . . N
4 − 1, and by replacing n

with 4n + l, where l = 0, 1, 2, . . . N
4 − 1. Therefore, (1) can be written as follows:

Xo(k) =
〈 3

∑
l=0

N−1

∑
n=0

x(4n + l).β
(
(4n + l)

2k + 1
2

)〉
Mp

(5)

where x(4n + l) is the input sequence of each segment, β

(
(4n + l) 2k+1

2

)
is the kernel

parameter of ONMNT and 〈.〉Mp means that the calculation is modulo a Mersenne prime.
From the above equation, it can be seen that the output Xo(k) of the ONMNT is the

summation of four equal segments Xo
(

k + λ N
4

)
with N

4 consecutive elements indexed by

λ and where 0 ≤ λ ≤ 3. A general equation for each partial sum or segment is

Xo
(

k + λ
N
4

)
=

〈 3

∑
l=0

N
4 −1

∑
n=0

x(4n + l)β

{
(4n + l)

(
2k + 1

2
+ λ

N
4

)}〉
Mp

. (6)

In the next step of the derivation, the twiddle factor, β(.) from (3), is simplified
as follows:

β

{
(4n+ l)

(
2k + 1

2
+λ

N
4

)}
= β

[{(
2k + 1

2

)
l +λl

N
4

}
+

{
4n
(

2k + 1
2

)
+λnN

}]
. (7)

Equation (7) can be expanded using the β properties of β(m + n) = β1(m)β(n) +
β2(m)β(−n) from [31] as follows:

β

[{(
2k + 1

2

)
l + λl

N
4

}
+

{
4n
(

2k + 1
2

)
+ λnN

}]
= β1

{(
2k + 1

2

)
l + λl

N
4

}
β

{
4n
(

2k + 1
2

)
+ λnN

}
+ β2

{(
2k + 1

2

)
l + λl

N
4

}
β

{
− 4n

(
2k + 1

2

)
+ λnN

)}
(8)
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where, using the periodic property of β(n), i.e., β(aN + m) = β(m) [30], (8) can be written
as follows:

β

[{(
2k + 1

2

)
l + λl

N
4

}
+

{
4n
(

2k + 1
2

)
+ λnN

}]
= β1

{(
2k + 1

2

)
l + λl

N
4

}
β

{
4n
(

2k + 1
2

)}
+ β2

{(
2k + 1

2

)
l + λl

N
4

}
β

{
− 4n

(
2k + 1

2

)}
. (9)

Substituting β1(.) and β2(.) with the relations β1(m + n) = β1(m)β1(n)− β2(m)β2(n)
and β2(m + n) = β1(m)β2(n) + β2(m)β1(n) from (9) into (7) yields the following:

β

{
(4n + l)

(
2k + 1

2
+ λ

N
4

)}
=

[
β1

{(
2k + 1

2

)
l
}

β1

(
λl

N
4

)
− β2

{(
2k + 1

2

)
l
}

β2

(
λl

N
4

)]
β

{
4n

2k + 1
2

}
+

[
β1

{(
2k + 1

2

)
l
}

β2

(
λl

N
4

)
+ β2

{(
2k + 1

2

)
l
}

β1

(
λl

N
4

)]
β

{
− 4n

2k + 1
2

}
. (10)

Substituting the values from (10) into (3), ignoring the modulo operator
〈〉

Mp
and

rearranging yields

Xo
(

k + λ
N
4

)
=

3

∑
l=0

[[ N
4 −1

∑
n=0

x(4n + l)β

{
4n
(

2k + 1
2

)}
β1

(
λl

N
4

)

+

N
4 −1

∑
n=0

x(4n + l)β

{
4n

2k + 1
2

}
β2

(
λl

N
4

)]
β1

{(
2k + 1

2

)
l
}

+

[ N
4 −1

∑
n=0

x(4n + l)β

{
− 4n

(
2k + 1

2

)}
β1

(
λl

N
4

)

−
N
4 −1

∑
n=0

x(4n + l)β

{
− 4n

(
2k + 1

2

)}
β2

(
λl

N
4

)]
β2

{(
2k + 1

2

)
l
}]

(11)

The following two sequences, where l = 0, 1, 2 and 3, can be defined:

Xo
l (k) =

N
4 −1

∑
n=0

x(4n + l)β

{
4n
(

2k + 1
2

)}
, (12)

Xo
l

(
N
4
− k− 1

)
=

N
4 −1

∑
n=0

x(4n + l)β

{
− 4n

(
2k + 1

2

)}
. (13)
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Substituting Xo
l (k) and Xo

l

(
N
4 − k− 1

)
from (12) and (13) into (11), and rearranging

and applying re-indexing l of β1
( 2k+1

2 l
)

and β2

(
2k+1

2 l
)

from (11) according to the bit
reverse order, yields the following:

Xo
(

k + λ
N
4

)
=Xo

0(k)

+

{
Xo

1(k)β1

(
λ

N
4

)
+ Xo

1

(
N
4
− k− 1

)
β2

(
λ

N
4

)}
β1

(
2

2k + 1
2

)
+

{
Xo

1

(
N
4
− k− 1

)
β1

(
λ

N
4

)
− Xo

1(k)β2

(
λ

N
4

)}
β2

(
2

2k + 1
2

)
+

{
Xo

2(k)β1

(
λ

N
2

)
+ Xo

2

(
N
4
− k− 1

)
β2

(
λ

N
2

)}
β1

(
2k + 1

2

)
+

{
Xo

2

(
N
4
− k− 1

)
β1

(
λ

N
2

)
− Xo

2(k)β2

(
λ

N
2

)}
β2

(
2k + 1

2

)
+

{
Xo

3(k)β1

(
λ

3N
4

)
+ Xo

3

(
N
4
− k− 1

)
β2

(
λ

3N
4

)}
β1

(
3

2k + 1
2

)
+

{
Xo

3

(
N
4
− k− 1

)
β1

(
λ

3N
4

)
− Xo

3(k)β2

(
λ

3N
4

)}
β2

(
3

2k + 1
2

)
.

(14)

Equation (14) is the general decomposition equation. The four main points for radix

22 are Xo(k), Xo
(

k + N
4

)
, Xo

(
k + N

2

)
and Xo

(
k + 3N

4

)
, which are derived by setting

λ = 0, 1, 2, 3 in (14) and using the following beta relationships:

β1(0) = 1 (15)

β2(0) = 0 (16)

β1

(
a

N
4

)
=

{
(−1)

a
2 , a is even

0, a is odd
(17)

β2

(
a

N
4

)
=

{
0, a is even

(−1)
a−1

2 , a is odd
(18)

β1

(
a

N
2

)
= (−1)a (19)

β2

(
a

N
2

)
= 0. (20)

Then, the following mapping relations are applied:

Xo
0(k) = Xo(k) (21)

Xo
1(k) = Xo

(
k +

N
4

)
(22)

Xo
1

(
N
4
− k− 1

)
= Xo

(
N
2
− k− 1

)
(23)

Xo
2(k) = Xo

(
k +

N
2

)
(24)

Xo
2

(
N
4
− k− 1

)
= Xo

(
3N
4
− k− 1

)
(25)
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Xo
3(k) = Xo

(
k +

3N
4

)
(26)

Xo
3(k) = Xo

(
N − k− 1

)
(27)

Xo(k) =Xo(k)

+

{
Xo
(

k +
N
4

)
β1

(
2

2k + 1
2

)
+ Xo

(
N
2
− k− 1

)
β2

(
2

2k + 1
2

)}
+

{
Xo
(

k +
N
2

)
β1

(
2k + 1

2

)
+ Xo

(
3N
4
− k− 1

)
β2

(
2k + 1

2

)}
+

{
Xo
(

k +
3N
4

)
β1

(
3

2k + 1
2

)
+ Xo(N − k− 1)β2

(
3

2k + 1
4

)}
(28)

Xo
(

k +
N
4

)
=Xo(k)

+

{
Xo
(

k +
N
4

)
β1

(
2

2k + 1
2

)
+ Xo

(
N
2
− k− 1

)
β2

(
2

2k + 1
2

)}
−
{

Xo
(

3N
4
− k− 1

)
β1

(
2k + 1

2

)
− Xo

(
k +

N
2

)
β2

(
2k + 1

2

)}
−
{

Xo
(

N − k− 1
)

β1

(
3

2k + 1
2

)
− Xo

(
k +

3N
4

)
β2

(
3

2k + 1
2

)}
(29)

Xo
(

k +
N
2

)
=Xo(k)

+

{
− Xo

(
k +

N
4

)
β1

(
2

2k + 1
2

)
− Xo

(
N
2
− k− 1

)
β2

(
2

2k + 1
2

)}
+

{
Xo
(

k +
N
2

)
β1

(
2k + 1

2

)
+ Xo

(
3N
4
− k− 1

)
β2

(
2k + 1

2

)}
+

{
− Xo

(
3N
4

+ k
)

β1

(
3

2k + 1
2

)
− Xo

(
N − k− 1

)
β2

(
3

2k + 1
2

)}
(30)

Xo
(

k +
3N
4

)
=Xo(k)

−
{

Xo
(

k +
N
4

)
β1

(
2

2k + 1
2

)
+ X0

(
N
2
− k− 1

)
β2

(
2

2k + 1
2

)}
−
{

Xo
(

3N
4
− k− 1

)
β1

(
2k + 1

2

)
− Xo

(
k +

N
2

)
β2

(
2k + 1

2

)}
+

{
Xo(N − k− 1)β1

(
3

2k + 1
2

)
− Xo

(
3N
4

+ k
)

β2

(
3

2k + 1
2

)}
.

(31)

There are also four retrograde points. The butterfly diagram consists of all eight points.

For ONMNT, the four retrograde points, Xo
(

N
4 − k− 1

)
, Xo

(
N
2 − k− 1

)
, Xo

(
3N
4 − k− 1

)
and Xo

(
N − k − 1

)
, can be derived by replacing k with −k, where −k = N

4 − k − 1,
in (28)–(31) and using the following beta relations:

β1

{
2
(N

4 − k− 1
)
+ 1

2

}
= β2

(
2k + 1

2

)
(32)
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β2

{
2
(N

4 − k− 1
)
+ 1

2

}
= β1

(
2k + 1

2

)
(33)

β1

{
2

2
(N

4 − k− 1
)
+ 1

2

}
= −β1

(
2

2k + 1
2

)
(34)

β2

{
2

2
(N

4 − k− 1
)
+ 1

2

}
= β2

(
2

2k + 1
2

)
(35)

β1

{
3

2
(N

4 − k− 1
)
+ 1

2

}
= −β2

(
3

2k + 1
2

)
(36)

β2

{
3

2
(N

4 − k− 1
)
+ 1

2

}
= −β1

(
3

2k + 1
2

)
(37)

The proof of the beta relations (32)–(37) is given in Appendix A.
Figure 1 shows the butterfly diagram for radix-22 ONMNT using the four main points

and the four retrograde points. The signal flow graph (SFG) for different transform lengths
can be drawn using the ONMNT butterfly diagram presented in Figure 1. For example,
SFG for N = 16 using the ONMNT butterfly diagram is shown in Figure 2.

Figure 1. An in-place butterfly diagram of the radix-22 ONMNT algorithm; solid lines and dashed
lines represent addition and subtraction operations, respectively.
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Figure 2. A signal flow graph of radix-22 ONMNT for the transform length N = 16 ; solid lines and
dashed lines represent addition and subtraction operations, respectively.

4. Derivation of Radix-22 Algorithm for IONMNT

The derivation of the radix-22 algorithm starts by replacing
(

2k+1
2

)
with

(
2k+1

2 + λ N
4

)
and n with 4n + l in (2), where λ = 0, 1, 2, 3 and l = 0, 1, 2, 3, ignoring (N−1) in (3):

x(4n + l) =
〈 N

4 −1

∑
k=0

Xo(k)
3

∑
λ=0

β

{
(4n + l)

(
2k + 1

2
+ λ

N
4

)}〉
Mp

. (38)

The twiddle factor from (38) can be written as follows:

β

{
(4n + l)

(
2k + 1

2
+ λ

N
4

)}
=β

{(
4n

2k + 1
2

+ λnN
)(

2k + 1
2

l + λl
N
4

)}
=β

{(
2k + 1

2
l + λl

N
4

)(
4n

2k + 1
2

+ λnN
)} (39)
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Using the relationship β(m + n) = β1(m).β(n) + β2(m).β(−n) and the periodic prop-
erties of β(.), (39) can be written as follows:

β

{(
2k + 1

2
l + λl

N
4

)(
4n

2k + 1
2

+ λnN
)}

= β1

(
2k + 1

2
l + λl

N
4

)
β

(
4n

2k + 1
2

)
+ β2

(
2k + 1

2
l + λl

N
4

)
β

(
− 4n

2k + 1
2

)
(40)

β1(m + n) = β1(m)β1(n)− β2(m)β2(n) (41)

β2(m + n) = β1(m)β2(n) + β2(m)β1(n). (42)

Using the relationships (41) and (42) yields

β1

(
2k + 1

2
l + λl

N
4

)
= β1

(
2k + 1

2
l
)

β1

(
λl

N
4

)
− β2

(
2k + 1

2
l
)

β2

(
λl

N
4

)
(43)

and

β2

(
2k + 1

2
l + λl

N
4

)
= β1

(
2k + 1

2
l
)

β2

(
λl

N
4

)
+ β2

(
2k + 1

2
l
)

β1

(
λl

N
4

)
. (44)

Substituting (43) and (44) into (40) gives the updated values of β(.):

β

{(
2k + 1

2
l + λl

N
4

)(
4n

2k + 1
2

+ λnN
)}

=

{
β1

(
2k + 1

2
l
)

β1

(
λl

N
4

)
− β2

(
2k + 1

2
l
)

β2

(
λl

N
4

)}
β

(
4n

2k + 1
2

)
+

{
β1

(
2k + 1

2
l
)

β2

(
λl

N
4

)
+ β2

(
2k + 1

2
l
)

β1

(
λl

N
4

)}
β

(
− 4n

2k + 1
2

)
=β1

(
2k + 1

2
l
)

β1

(
λl

N
4

)
β

(
4n

2k + 1
2

)
− β2

(
2k + 1

2
l
)

β2

(
λl

N
4

)
β

(
4n

2k + 1
2

)
+ β1

(
2k + 1

2
l
)

β2

(
λl

N
4

)
β

(
− 4n

2k + 1
2

)
+ β2

(
2k + 1

2
l
)

β1

(
λl

N
4

)
β

(
− 4n

2k + 1
2

)
.

(45)

Rearranging and simplifying (45) results in the following:

β

{(
2k + 1

2
l + λl

N
4

)(
4n

2k + 1
2

+ λnN
)}

=

{
β

(
4n

2k + 1
2

)
β1

(
λl

N
4

)
+ β

(
− 4n

2k + 1
2

)
β2

(
λl

N
4

)}
β1

(
2k + 1

2
l
)

+

{
β

(
− 4n

2k + 1
2

)
β1

(
λl

N
4

)
− β

(
4n

2k + 1
2

)
β2

(
λl

N
4

)}
β2

(
2k + 1

2
l
)

. (46)
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Substituting the value from (46) into (38) and ignoring 〈〉Mp for the derivation,

x(4n + l) =

N
4 −1

∑
k=0

3

∑
λ=0

Xo

(
k + λ

N
4

)
[{

β

(
4n

2k + 1
2

)
β1

(
λl

N
4

)
+ β

(
− 4n

2k + 1
2

)
β2

(
λl

N
4

)}
β1

(
2k + 1

2
l
)

+

{
β

(
− 4n

2k + 1
2

)
β1

(
λl

N
4

)
− β

(
4n

2k + 1
2

)
β2

(
λl

N
4

)}
β2

(
2k + 1

2
l
)]

.

(47)

Reorganizing the equation and factoring out the shared summation term ∑3
λ=0 from (47)

yields the following result:

x(4n + l) =
3

∑
λ=0

[{ N
4 −1

∑
k=0

Xo

(
k + λ

N
4

)
β1

(
2k + 1

2
l
)

β

(
4n

2k + 1
2

)
β1

(
λl

N
4

)}

+

{ N
4 −1

∑
k=0

Xo

(
k + λ

N
4

)
β1

(
2k + 1

2
l
)

β

(
− 4n

2k + 1
2

)
β2

(
λl

N
4

)}

+

{ N
4 −1

∑
k=0

Xo

(
k + λ

N
4

)
β2

(
2k + 1

2
l
)

β

(
− 4n

2k + 1
2

)
β1

(
λl

N
4

)}
{ N

4 −1

∑
k=0

Xo

(
k + λ

N
4

)
β2

(
2k + 1

2
l
)

β

(
− 4n

2k + 1
2

)
β2

(
λl

N
4

)}]
.

(48)

Let us define the two following terms:

N
4 −1

∑
k=0

Xo

(
k + λ

N
4

)
β1

(
2k + 1

2
l
)

β

(
− 4n

2k + 1
2

)

=

N
4 −1

∑
k=0

Xo

(
λ

N
4
− k− 1

)
β1

(
2k + 1

2
l
)

β

(
4n

2k + 1
2

)
, (49)

N
4 −1

∑
k=0

Xo

(
k + λ

N
4

)
β2

(
2k + 1

2
l
)

β

(
− 4n

2k + 1
2

)

= −
N
4 −1

∑
k=0

Xo

(
λ

N
4
− k− 1

)
β2

(
2k + 1

2
l
)

β

(
4n

2k + 1
2

)
. (50)
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Substituting the relations (49) and (50) into (48) leads to

x(4n + l) =
3

∑
λ=0

[{ N
4 −1

∑
k=0

Xo

(
λ

N
4
+ k
)

β1

(
2k + 1

2
l
)

β

(
4n

2k + 1
2

)
β1

(
λl

N
4

)}

+

{ N
4 −1

∑
k=0

Xo

(
λ

N
4
− k− 1

)
β1

(
2k + 1

2
l
)

β

(
4n

2k + 1
2

)
β2

(
λl

N
4

)}

−
{ N

4 −1

∑
k=0

Xo

(
λ

N
4
− k− 1

)
β2

(
2k + 1

2
l
)

β

(
4n

2k + 1
2

)
β1

(
λl

N
4

)}

−
{ N

4 −1

∑
k=0

Xo

(
λ

N
4
+ k
)

β2

(
2k + 1

2
l
)

β

(
4n

2k + 1
2

)
β2

(
λl

N
4

)}]
.

(51)

Upon reorganizing the terms and isolating the common summation term ∑
N
4 −1

k=0 (.) and

β
(

4n 2k+1
2

)
from Equation (51), the result is as follows:

x(4n + l) =

N
4 −1

∑
k=0

[
3

∑
λ=0

[{
Xo

(
k + λ

N
4

)
β1

(
λl

N
4

)
+ Xo

(
λ

N
4
− k− 1

)
β2

(
λl

N
4

)}
β1

(
l
2k + 1

2

)
−
{

Xo

(
λ

N
4
− k− 1

)
β1

(
λl

N
4

)
+ Xo

(
k + λ

N
4

)
β2

(
λl

N
4

)
β2

(
l
2k + 1

2

)}]]
β

(
4n

2k + 1
2

)
.

(52)

Equation (52) can be rewritten as follows:

x(4n + l) =

N
4 −1

∑
k=0

y(l, k)β

(
4n

2k + 1
2

)
(53)

where

y(l, k) =
3

∑
λ=0

[{
Xo

(
k + λ

N
4

)
β1

(
λl

N
4

)
+ Xo

(
λ

N
4
− k− 1

)
β2

(
λl

N
4

)}
β1

(
l
2k + 1

2

)
−
{

Xo

(
λ

N
4
− k− 1

)
β1

(
λl

N
4

)
+ Xo

(
k + λ

N
4

)
β2

(
λl

N
4

)}
β2

(
l
2k + 1

2

)]
.

(54)
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Expanding λ, substituting β2

(
a N

2

)
= 0 and rearranging (54) leads to the following:

y(l, k) =
{

Xo(k) + Xo

(
k +

N
4

)
β1

(
l
N
4

)
+ Xo

(
N
4
− k− 1

)
β2

(
l
N
4

)
+ Xo

(
k +

N
2

)
β1

(
l
N
2

)
+ Xo

(
k +

3N
4

)
β1

(
l
3N
4

)
+ X0

(
3N
4
− k− 1

)
β2

(
l
3N
4

)}
β1

(
l
2k + 1

2

)
−
{

Xo

(
N − k− 1

)
+ Xo

(
N
4
− k− 1

)
β1

(
l
N
4

)
+ Xo

(
k +

N
4

)
β2

(
l
N
4

)
+ Xo

(
N
2
− k− 1

)
β1

(
l
N
2

)
+ Xo

(
3N
4
− k− 1

)
β1

(
l
3N
4

)
+ Xo

(
k +

3N
4

)
β2

(
l
3N
4

)}
β2

(
l
2k + 1

2

)

(55)

By substituting l = 0, 1, 2 and 3 in (55) using the β relationships from (15)–(20) and
applying the bit-unscrambling technique, the temporary main points are found as follows:

y(0, k) =Xo(k) + Xo

(
k +

N
4

)
+ Xo

(
k +

N
2

)
+ Xo

(
k +

3N
4

)
(56)

y(1, k) =
{

Xo(k)− Xo

(
k +

N
4

)
+ Xo

(
k +

N
2

)
− Xo

(
k +

3N
4

)}
β1

(
2

2k + 1
2

)
−
{

Xo

(
N − k− 1

)
− Xo

(
N
4
− k− 1

)
+ Xo

(
N
2
− k− 1

)
− Xo

(
3N
4
− k− 1

)}
β2

(
2

2k + 1
2

)
(57)

y(2, k) =
{

Xo(k) + Xo

(
N
4
− k− 1

)
− Xo

(
k +

N
2

)
− Xo

(
3N
4
− k− 1

)}
β1

(
2k + 1

2

)
−
{

Xo

(
N − k− 1

)
+ Xo

(
k +

N
4

)
− Xo

(
N
2
− k− 1

)
− Xo

(
k +

3N
4

)}
β2

(
2k + 1

2

)
(58)

y(3, k) =
{

Xo(k)− Xo

(
N
4
− k− 1

)
− Xo

(
k +

N
2

)
+ Xo

(
3N
4
− k− 1

)}
β1

(
3

2k + 1
2

)
−
{

Xo

(
N − k− 1

)
− Xo

(
k +

N
4

)
− Xo

(
N
2
− k− 1

)
+ Xo

(
k +

3N
4

)}
β2

(
3

2k + 1
2

)
. (59)

By substituting k with −k, where −k = N
4 − k− 1, in Equations (56)–(59), and employ-

ing the beta relations from (17)–(19), the outcome entails the determination of four tempo-
rary retrograde points:
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y
(

0,
N
4
− k− 1

)
=Xo

(
N − k− 1

)
+ Xo

(
N
4
− k− 1

)
+ Xo

(
N
2
− k− 1

)
+ Xo

(
3N
4
− k− 1

)
(60)

y
(

1,
N
4
− k− 1

)
=

{
Xo

(
N − k− 1

)
− Xo

(
N
4
− k− 1

)
+ Xo

(
N
2
− k− 1

)
− Xo

(
3N
4
− k− 1

)}
β1

(
2

2k + 1
2

)
+

{
Xo(k)− Xo

(
k +

N
4

)
+ Xo

(
k +

N
2

)
− Xo

(
k +

3N
4

)}
β2

(
2

2k + 1
2

)
(61)

y
(

2,
N
4
− k− 1

)
=

{
Xo(k) + Xo

(
N
4
− k− 1

)
− X0

(
k +

N
2

)
− Xo

(
3N
4
− k− 1

)}
β2

(
2k + 1

2

)
+

{
Xo

(
N − k− 1

)
+ Xo

(
k +

N
4

)
+ Xo

(
N
2
− k− 1

)
+ Xo

(
k +

3N
4

)}
β1

(
2k + 1

2

)
(62)

y
(

3,
N
4
− k− 1

)
=

{
Xo(k)− Xo

(
N
4
− k− 1

)
− Xo

(
k +

N
2

)
+ Xo

(
3N
4
− k− 1

)}
β2

(
3

2k + 1
2

)
+

{
Xo

(
N − k− 1

)
− Xo

(
k +

N
4

)
− Xo

(
N
2
− k− 1

)
+ Xo

(
k +

3N
4

)}
β1

(
3

2k + 1
2

)
. (63)

Substituting the temporary points from (56)–(59) into (53) for the main four points is
carried out as follows:

x(4n) =

N
4 −1

∑
k=0

[
Xo(k) + Xo

(
k +

N
4

)
+ Xo

(
k +

N
2

)
+ Xo

(
k +

3N
4

)]
β

(
4n

2k + 1
2

)
(64)

x(4n + 1) =

N
4 −1

∑
k=0

[{
Xo(k)− Xo

(
k +

N
4

)
+ Xo

(
k +

N
2

)
− Xo

(
k +

3N
4

)}
β1

(
2

2k + 1
2

)
−
{

Xo

(
N − k− 1

)
− Xo

(
N
4
− k− 1

)
+ Xo

(
N
2
− k− 1

)
− Xo

(
3N
4
− k− 1

)}
β2

(
1

2k + 1
2

)]
β

(
4n

2k + 1
2

)
(65)

x(4n + 2) =

N
4 −1

∑
k=0

[{
Xo(k) + Xo

(
N
4
− k− 1

)
− Xo

(
k +

N
2

)
− X0

(
3N
4
− k− 1

)}
β1

(
2k + 1

2

)
−
{

Xo

(
N − k− 1

)
+ Xo

(
k +

N
4

)
− Xo

(
N
2
− k− 1

)
− Xo

(
k +

3N
4

)}
β2

(
2

2k + 1
2

)]
β

(
4n

2k + 1
2

)
(66)

x(4n + 3) =

N
4 −1

∑
k=0

[{
Xo(k)− Xo

(
N
4
− k− 1

)
− Xo

(
k +

N
2

)
+ Xo

(
3N
4
− k− 1

)}
β1

(
3

2k + 1
2

)
−
{

Xo

(
N − k− 1

)
− Xo

(
k +

N
4

)
− Xo

(
N
2
− k− 1

)
+ Xo

(
k +

3N
4

)}
β2

(
3

2k + 1
2

)]
β

(
4n

2k + 1
2

)
Like ONMNT, the butterfly diagram for IONMNT consists of eight points. Figure 3

presents the butterfly diagram for IONMNT.
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Figure 3. An in-place butterfly diagram of the radix-22 IONMNT algorithm; solid lines and dashed
lines represent addition and subtraction operations, respectively.

Using the butterfly diagram given in Figure 3, the signal flow diagram can be drawn
for any length of N. For example, Figure 4 presents a signal flow diagram of radix-22

IONMNT for the transform length N = 16.

Figure 4. Signal flow graph of radix-22 IONMNT for the transform length N = 16; solid lines and
dashed lines represent addition and subtraction operations, respectively.
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5. Arithmetic Complexity of Radix-22 Algorithm

There are two general formulas for computing complexity: the closed formula used
for single-butterfly implementation and the recursive formula used for multiple-butterfly
implementation. In this paper, we used single-butterfly implementation for simplicity in
calculation. The arithmetic complexity is a summation of the number of initial additions
and multiplications in a single butterfly, along with the number of stages and points. A
comparison of arithmetic complexity for ONMNT using direct calculations for the radix-2
and radix-22 algorithms is presented below. In the direct calculation of the transform, the
numbers of addition and multiplication operations are N(N − 1) and N2, respectively,
where N is the transform length. The number of stages in the radix-2 fast algorithm is
log2(N). Each butterfly processes N/4 points and requires 6 additions and 4 multiplications
using the single-butterfly implementation. Therefore, the number of additions A(N) and
multiplications M(N) for radix 2 can be calculated using the following equations:

A(N) =
N
4

6 log2(N) =
3N
2

log2(N) (67)

M(N) =
N
4

4 log2(N) = N log2(N) (68)

In the radix-22 algorithm, the number of stages S is log4(N) or 1
2 log2(N), where N

is the number of points in each butterfly. The numbers of multiplication and addition
operations required in each stage are 12 and 22, respectively. As the radix-22 butterfly
has eight points—four main points and four retrograde points—the number of points to
calculate at each stage is N

8 . Therefore, the arithmetic complexity can be calculated in
terms of the number of additions A(N) and the number of multiplications M(N) using the
following equations:

A(N) =
N
8
× 22× 1

2
log2 N =

11N
8

log2(N) (69)

M(N) =
N
8
× 12× 1

2
log2 N =

3N
4

log2(N) (70)

Figure 5 shows the total calculations for direct calculations, radix-2, and radix-22, in a
graph where the x-axis shows the transform length in the logarithm scale and the y-axis
shows the total number of calculations, including addition and multiplication. As can be
seen from the figure, both the radix-2 and radix-22 algorithms require significantly fewer
calculations than the direct method. Moreover, the total number of calculations increases
exponentially as the transform length increases.

Table 1 presents the number of additions, multiplications, and total calculation re-
quired for ONNMT using a direct calculation as well as the radix-2 and radix-22 algorithms
for transform length N = 8, 16, 32, 64, 128 and 256. Comparing (67) and (68) with (69)
and (70) for direct calculations, the numbers of saved operations in the radix-22 algorithm
relative to radix 2 can be written as follows:

∆A(N) =
N
8

log2(N) (71)

∆M(N) =
N
4

log2(N) (72)
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Figure 5. Comparison of total calculations for direct calculations, radix-2 and radix-22.

Table 1. Comparison of arithmetic complexity for ONMNT using a single butterfly.

Direct Radix-2 Radix-22

N Add. Multi. Total Add. Multi. Total Add. Multi. Total

8 56 64 120 36 24 60 33 18 51
16 240 256 496 96 64 160 88 48 136
32 992 1024 2016 240 160 400 220 120 340
64 4032 4096 8128 576 384 960 528 288 816

128 16,256 16,384 32,640 1344 896 2240 1232 672 1904
256 65,280 65,536 130,816 3072 2048 5120 2816 1536 4352

The radix-22 algorithm offers an 8.55% reduction in the number of additions and a
25% reduction in the number of multiplications compared to radix 2. It is important to note
that the multiplication operation is more CPU-intensive than the addition operation, so a
25% saving in the number of multiplications in the radix-22 algorithm is notable and makes
it more suitable for a lightweight cipher application. Overall, this algorithm achieves a 15%
reduction in total calculations. The number of calculations for radix-4 and split radix is not
included in the comparison because the transform length of radix-4 [32] fast algorithm is
only limited to the power of 4, and it has more complex implementations than radix-22.
Radix-22 has the same non-trivial multiplicative complexity of radix-4, but it retains the
butterfly structure of radix-2 [33]. The saving percentage will be higher as the transform
length increases.

6. An Example of the Proposed Fast Algorithm

To validate the accuracy of the derived algorithm, a short data packet was transformed
using the radix-22 fast algorithm for the ONMNT forward transform. Then, IONMNT was
applied to the transformed data using the radix-22 algorithm to recover the original data.
The experiment was implemented in the C programming language. Moreover, the outputs
of the proposed fast algorithm for forward ONMNT and IONMNT were compared with
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the direct calculations and verified. A brief description of the experiment and the results
are presented below:

6.1. Forward ONMNT Transform

First, the text “Encryption story” was converted into ASCII values and transformed
using the proposed algorithm with transform parameters α1 = 2, α2 = 3, N = 16, p = 7,
Mp = 127, n = {0, 1, 2, . . . , 15}, and k = {0, 1, 2, . . . , 15}. The original and transformed
values are as follows:

x[n]: 69 110 99 114 121 112 116 105 111 110 32 115 116 111 114 121
X[k]: 56 52 33 52 53 35 83 80 85 82 14 63 21 113 79 76

6.2. IONMNT Transform

IONMNT was applied to the transformed data X[k] using the same transform parame-
ters, recovering the original data. Moreover, the results match with the direct calculations.

X[k]: 56 52 43 52 53 35 83 80 85 82 14 63 21 113 79 76
x[n]: 69 110 99 114 121 112 116 105 111 110 32 115 116 111 114 121

Therefore, this experiment confirms the proposed solution’s validity and shows no
rounding or truncation errors, which is a good attribute of the ONMNT.

7. Conclusions

An efficient derivation of a radix-22 fast algorithm for both ONMNT and IONMNT
has been presented in this paper. A bit-unscrambling technique provides a more straightfor-
ward implementation of the radix-22 algorithm compared to traditional multidimensional
index mapping. The butterfly and signal flow diagrams presented in the paper offer flexi-
bility in implementing ONMNT using the radix 22 algorithm. The proposed fast algorithm
offers an 8.55% reduction in the number of additions, a 25% reduction in the CPU-intensive
multiplication operations, and an overall reduction of 15% compared to radix-2 while
retaining the butterfly structure of radix-2. This efficient and fast algorithm can be used
for lightweight ciphers and hash functions to take advantage of both the reduced num-
ber of calculations offered by the radix-4 algorithm and the simple butterfly structure of
the radix-2 fast algorithm. In future research, the proposed algorithm could be imple-
mented in multiple hardware platforms and used in real-life applications to understand its
performance better. Moreover, the derivation could also be extended to O2NMNT.
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Appendix A

Appendix A.1. Beta Relationships

In the following proof, β1(.) and β2(.) are two components of the kernel parameter of
the ONMNT β(.), i.e., β(.) = β2(.) + β2(.), and N is the transform length.
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Appendix A.2. Proof of (A1)–(A6)
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The following beta properties are required below:

β1(m− n) = β1(m)β1(n) + β2(m)β2(n) (A9)
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β2(m− n) = β2(m)β1(n)− β1(m)β2(n) (A10)

Using (A9) and (A10), (A8) can be written as follows:
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Substituting a = 1 in (A13) leads to the following:
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Substituting the values of β1
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from (A14) and setting a = 1 in (A11)
and (A12),
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When a = 3 in (A13),

β1

(
N
4
× 3
)
= 0

β2

(
N
4
× 3
)
= −1.

(A18)

Substituting the values of β1
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