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Abstract: In the field of agriculture, measuring the leaf area is crucial for the management of
crops. Various techniques exist for this measurement, ranging from direct to indirect approaches
and destructive to non-destructive techniques. The non-destructive approach is favored because
it preserves the plant’s integrity. Among these, several methods utilize leaf dimensions, such as
width and length, to estimate leaf areas based on specific models that consider the unique shapes
of leaves. Although this approach does not damage plants, it is labor-intensive, requiring manual
measurements of leaf dimensions. In contrast, some indirect non-destructive techniques leveraging
convolutional neural networks can predict leaf areas more swiftly and autonomously. In this paper,
we propose a new direct method using 3D point clouds constructed by semantic RGB-D (Red Green
Blue and Depth) images generated by a semantic segmentation neural network and RGB-D images.
The key idea is that the leaf area is quantified by the count of points depicting the leaves. This method
demonstrates high accuracy, with an R2 value of 0.98 and a RMSE (Root Mean Square Error) value of
3.05 cm2. Here, the neural network’s role is to segregate leaves from other plant parts to accurately
measure the leaf area represented by the point clouds, rather than predicting the total leaf area of
the plant. This method is direct, precise, and non-invasive to sweet pepper plants, offering easy
leaf area calculation. It can be implemented on laptops for manual use or integrated into robots for
automated periodic leaf area assessments. This innovative method holds promise for advancing our
understanding of plant responses to environmental changes. We verified the method’s reliability and
superior performance through experiments on individual leaves and whole plants.

Keywords: 3D semantic point cloud; semantic segmentation neural network; leaf area; sweet pepper

1. Introduction

Chlorophyll pigments in leaves play an important role in plant photosynthesis. Leaves
are primarily responsible for capturing light, gas exchange, and regulating thermal condi-
tions. Changing environmental factors such as light and temperature can lead to changes in
leaf area [1–3]. Whole plant leaf area results from the interaction between the genotype and
environmental conditions [4,5]. In addition, leaves are an important factor in determining
crop yield [6,7]. Therefore, estimating leaf area is a fundamental aspect of plants and plays
a vital role in agriculture, ecology, and various research and practical applications. Accurate
leaf area measurements contribute to better-informed decisions [5,8,9].

There are two types of measuring leaf area: destructive and non-destructive methods.
Although destructive methods have the disadvantage that plants are destroyed, the de-
structive measurement approaches have remained as the reference and the most accurate
methods. In these methods, leaves are separated, and then every single leaf is measured by
boards or machines. Other popular ways used for estimating the area of a leaf pile at once,
are developed based on the leaf weight. There is a strong relationship between leaf area
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and dry or fresh weights [10]. A similar method but using a different property which is
volume has been public recently [11]. The result of this method has R2 of 0.99 and RMSE
of 2.7 mm. However, it is impossible to obtain the leaf area of a plant at different times
when using a destructive method. It is only suitable for research or as a reference basis for
other methods. Therefore, non-destructive receive more attention. Many researchers study
the relationship between leaf area and the width and height of leaves of different plant
types [6,12–17]. Mathematical models were deployed based on this relationship and they
are different depending on the leaf morphology. These methods may not destroy leaves but
it takes time to obtain the whole leaf area of a plant. Other non-destructive methods using
camera sensors and image processing are also very considerable [18–21]. These methods
can estimate not only a single leaf but also all of the plant’s leaves. Leaves were detected
by the difference in leaf color from other objects’ colors. The weakness of this method is
that it cannot determine the area of obscured leaves. In addition, leaf colors may change
differently depending on the environmental light or age.

With the development of deep learning, some methods applied convolution neural
networks to obtain more accurate results [20,22,23]. In these studies, cameras were located
at high places and looked down at the plants. They use convolution neural networks to
obtain image features and return the LA values. Their training dataset included RGB-
D images and LA values calculated via the destructive method. The latest research on
estimated sweet pepper LA by T. Moon et al. reached an R2 = 0.93 and RMSE of 0.12 m2 [23].

Besides applying neural networks, there are other research studies based on 3D re-
construction [24–29]. The main steps of these studies are: capturing many RGB-D images
around plants, removing background by removing non-green segments, applying leaf seg-
mentation with different methods but not using neural networks, and 3D reconstruction by
SfM (structure from motion). Finally, LA values were estimated by counting the number of
voxels of 3D point clouds or converting them to a surface area via a mesh-based calculation.
Because cameras were moved around plants or multi-cameras were placed around the
plants, most occluded leaves were detected. Although this method has a high accuracy
with R2 = 0.99 and RMSE = 3.23 cm2, it took a lot of time and it is impossible to move
cameras around plants in sweet pepper green farms.

Along with this trend, we developed a leaf area estimation method based on depth
cameras and semantic segmentation neural networks. The advantages of neural networks
and 3D reconstruction were explored to create a new high-performance system. Different
from previous studies, LA values are not detected directly from the neural network. Firstly,
the neural network is used to recognize leaves and to create semantic images. Then, LA
values are calculated from a semantic point cloud that is created by semantic images and
their corresponding depth images. This method has R2 values of 0.98 and RMSE values
of 3.05 cm2. Figure 1 shows the RGB and its semantic images created by the semantic
segmentation neural network. In Figure 2a is an RGB point cloud and Figure 2b is a
semantic point cloud of a sweet pepper plant. Green, pink, and purple colors represent
leaves, petioles, and stems, respectively. These point clouds reflect the sweet pepper plant’s
true size with a specific resolution. In our application, we used a resolution of 0.001 m.
Therefore, the number of green points can express the leaf area. It is the key point of this
method.
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Figure 2. 3D point clouds. (a) RGB point cloud, and (b) semantic 3D point cloud.

Our method can estimate the leaf area quickly. It does not depend on leaf morphology.
The accuracy of this method depends on the accuracy of semantic segmentation neural
networks and the depth camera. A literature review on semantic segmentation neural
networks was made before choosing a suitable one. Deeplab V3+ is one of the well-
known and high-performance neural networks [30]; however, it takes time and memory.
In addition, this program will be installed on a robotic system to obtain the leaf area
automatically. A neural network that can run in real time is required. MobileNet series can
run in real-time, however, their results did not meet the requirement [31–33]. In the job
of recognizing plant parts, we recognize leaves, stems, and petioles as in Figure 1. Based
on the plant parts’ features such as thin and long shapes and the number of recognized
objects that are small, we proposed a semantic segmentation neural network that can run
in real-time and have the same high performance as seen in previous research [34]. In
addition, this neural network can leverage both RGB and depth images to enhance the
results. The right image in Figure 1 is named a semantic image.

The depth images store the distance of objects from the camera. A point cloud can
be created from the RGB and depth image by Equation (1). The values x, y, and z are the
coordinate values in 3D space. The scaling_factor and focal_length are intrinsic camera values.
Figure 1 shows an example of an RGB point cloud created from RGB and depth images
and a semantic point cloud created from semantic and depth images. The right image of
Figure 1 shows the semantic point cloud created from semantic and depth images. The
semantic point cloud is very useful, as it can help us find the petiole pruning point [35]. In
this research, we can leverage the semantic point cloud to estimate the leaf area.

z = depth(u,v)
scaling_ f actor

x = (u − centerX) ∗ z
f ocal_length

y = (v − centerY) ∗ z
f ocal_length

(1)

2. Materials and Methods
2.1. Building Dataset and Training Semantic Segmentation Neural Network

Before creating a semantic point cloud to detect the leaf area, the neural network
should be well-trained. Sweet pepper is the study object in this research, so a sweet pepper
dataset with more than 500 images was made for the training phase by the camera RealSense
D435. These images were taken from green farms and plants in the lab from infancy to
maturity. Each image should include a stem and leaves. After obtaining the mask images,
we employed various augmentation techniques on the RGB images, including blurring,
horizontal flipping, scaling, graying, color channel noise, and brightness adjustments.
Figure 3 presents an example of the augmentation techniques in this dataset. Our training
dataset comprises more than 6000 RGB images and 6000 depth images.

The structure of the semantic segmentation neural network has two stages [34]. The
first stage includes a simple convolution neural network to remove the background and
detect easily recognized pixels. The second stage uses the first stage’s output as its input
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and generates the final output. Bottleneck residual blocks [32] and an Atrous Spatial
Pyramid Pooling block [36] are employed in this stage.
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Figure 3. Example of augmentation to generate training dataset.

The training program was written in Python 3.9 and uses PyTorch 1.8 and TorchVision
1.10 library. The model was trained and tested on a machine with GPU Nvidia Geforce RTX
3090 with CUDA Version 11.2. It was trained with 50 epochs for each stage and had the
best IOU (intersection over union) of 0.65 and fps (frame per second) of 138.2.

2.2. Estimating Single Leaf Area

After having the trained model, it was used in the leaf area estimating process. To
obtain the area for a single leaf, an RGB-D camera was used. This process is described
in Figure 4. Firstly, the camera takes RGB-D images and then they are transferred to the
semantic segmentation neural network to obtain the semantic images. Then, the semantic
point cloud is created from the semantic image and the corresponding depth image. We
used the PCL library to store this point cloud [37]. After setting the resolution to 0.001, each
pair of points should have a distance of 1 mm. Therefore, the number of green points is
proportional to the area and reflects the leaf area with a constant ratio. In other words, the
area of the leaf can be found by finding the total number of points.

2.3. Estimating Leaf Area for Both Sides of the Plant

Using one camera can estimate leaf area easily, no matter what the leaf shape is because
the semantic segmentation neural network can recognize leaves in various forms. However,
applying this method to obtain the whole leaf area of a plant by adding the areas of the
leaves takes a lot of time. Moreover, one camera can capture one side of the plant at one
moment. If building a 3D point cloud by moving the camera around the factory so that one
may encounter cumulative problems during 3D reconstruction, and if one may not work on
a green farm, we propose a method using two RGB-D cameras facing each other to obtain
both sides of a plant at the same time, as shown in Figure 5. If the right camera is positioned
at (0, 0, 0) of its coordinate, the left camera is placed at (0, 0, d), where d represents the
distance between the two cameras. To ensure that both cameras capture the plant, the left
camera is rotated by 180 degrees. This enables us to calculate the transformation matrix
between the two cameras in Equation (2).
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Figure 6 shows the steps to detect the leaf area of the whole plant. The process involves
taking images from both cameras and passing them through the neural network module
to obtain semantic images. The semantic images are then combined with their respective
depth images to create semantic 3D point clouds. During this process, only points having
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a distance of less than 2/3*d are selected. This helps us to remove the background and
to obtain information about the plant between the two cameras. Then, the two separate
semantic point clouds are merged using the transformation matrix. Because the cameras
capture two sides of the plants, the two point clouds share many of the same leaves and
other objects but with opposite sides. Therefore, when integrating these point clouds there
could be a small distance between the two point clouds of the same objects. To improve
the integration of the point clouds, we increased the point cloud resolution after merging
them to convert the two-side-object points to become one point. We then extracted the
leaf points, and the number of leaf points obtained was proportional to the leaf area and
point cloud resolution. To summarize, we used two cameras to capture images of a plant
from both sides, and a transformation matrix was calculated to merge the two semantic 3D
point clouds obtained from the images. This helped us to estimate the whole leaf area of
the plant.
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3. Experiments and Results
3.1. Experiment on Single Leaf

We used an Intel RealSense D435 camera to take RGB-D images. We wrote a program
based on an ROS with 3 modules. One module controlled the camera, took images, and
published through a camera topic. Another module read RGB images, converted them
to semantic images, and published them to the semantic image topic. The third module
created semantic 3D point clouds from semantic and depth images and counted leaf points.
The 3D point clouds were displayed by the PCL library.

Our experiments focus on the relationship between the number of points and the
proper area. We set up experiments to estimate leaf area with 21 samples. At first, we cut
400 mm2 of a leaf and counted its points with the application. The second sample was a
flat leaf, and the third leaf was curved. Figure 7 shows that each experiment’s semantic 3D
point cloud is similar to its real leaf, so that the prediction error is negligible. Table 1 shows
the number of points in the semantic 3D point cloud of the three experiments. We can see a
correlation between the number of points and the leaf area estimated by the board. In the
third experiment, the curved leaf was complex to evaluate by the board, so the estimated
area could be inaccurate. In contrast, the RGB-D images can describe curved leaves as
well as flat leaves. Therefore, the number of points in the 3D point cloud was much higher
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than the leaf area estimated by the board. We conducted more experiments to estimate the
average ratio between the point numbers and the real area. We used different leaves with
different sizes to have a good result.

Table 1. Leaf area estimation and number of points in 3D semantic point clouds.

Experimental
Sample

Number of
Points (NP)

Area in mm2

Estimated by
Board (LA)

Ratio of NP/LA

Area in mm2

Estimated by
Semantic Point

Cloud

1 905 400 2.26 387
2 7770 3500 2.22 3323
3 22,931 8700 2.63 9806
4 10,939 4300 2.54 4677
5 9034 4200 2.15 1963
6 4591 2000 2.29 1963
7 4078 1800 2.26 1743
8 10,395 4500 2.31 4445
9 7954 3200 2.48 3401
10 7770 3200 2.22 3322
11 20,241 8300 2.43 8655
12 9613 4400 2.18 4110
13 18,905 8400 2.25 8084
14 21,023 9700 2.16 8990
15 13,523 5400 2.50 5783
16 17,200 6900 2.49 7355
17 2984 1200 2.48 1276
18 5265 2600 2.02 2251
19 11,088 4300 2.57 4741
20 4958 2300 2.15 2120
21 19,701 8100 2.43 8424
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Figure 7. Three samples for single-leaf area estimation experiments. The red and green lines are the
Ox- and Oy-axes of the 3D coordinate. (1)–(3) are the first three samples. (1) is a 2 cm2 rectangle leaf,
(2) is flat leaf and (3) is a curved leaf.

Figure 8 shows the relationship between the number of points and leaf area values
as a linear function. The best ratio NP/LA is 2.33. With this ratio, the leaf area in these
experiments can be detected quickly by the equation: LA = Number of points/2.33. From
this equation, the leaf area values estimated by the semantic point cloud were listed in the
last column of Table 1. We considered the LA estimated by the board as the true leaf area;
the RMSE of this method is 3.05 in cm2 and R2 = 0.98.
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3.2. Experiment for the Whole Leaf Area

Our experiments focus on the stability of using two cameras to estimate the leaf area.
We used one plant but moved the plant around. We focus on the error of the number
of points between each case. The experiments were set up as in Figure 5. The distance
between the two cameras was 930 mm.

Figure 9b shows the semantic 3D point cloud created by two cameras. It is easy to find
that errors in integrating the two-point clouds are negligible. The final semantic 3D point
cloud can express both sides of the plant. It can show many hidden leaves if we just look
from one side. Table 2 presents the number of leaf points in three cases. We found that the
errors between them were small. This means that the proposed method using two cameras
can estimate the leaf area properly.
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Table 2. Leaf area estimation results using 3D semantic point clouds.

Experimental Sample Number of Points Errors

1 4715 4.0%
2 4885 0.6%
3 5145 4.6%
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3.3. Discussion

The experiments have demonstrated that using a 3D semantic point cloud to estimate
leaf area has several advantages. Firstly, there is no need to cut down leaves. By simply
taking photos and performing simple operations, leaf area can be estimated. If one camera
is used, the total leaf area can be estimated by summing the area of each leaf. However,
this process is time-consuming and must be completed by humans. In contrast, using two
cameras makes it easy to estimate the leaf area of the whole plant. This type of system
can be installed on a robot to automatically obtain the whole plant leaf area. Measuring
leaf area is usually completed weekly, as it is not only time-consuming but also requires
a lot of effort. Moreover, it is typically only used for research purposes. However, with
this method, we have the opportunity to create an automatic leaf area estimation system
that is more accurate and can obtain leaf area in a shorter period. This, in turn, enables
farmers to determine the plant’s response to current environmental changes and predict
future productivity. This can help them make timely decisions. Leaf area estimation is no
longer only used in research but can also be employed in smart farms to help take better
care of plants.

Our method uses neural networks with a different purpose from other research. In
this method, the convolution neural network is used to obtain features for leaf recognition
at the pixel level. This is a strong point of convolution neural networks. Many well-known
semantic segmentation neural networks perform this task, while using convolution neural
networks to return a value in number seems unpopular. Therefore, the R2 value of this
method is higher than other methods using convolution neural networks.

An RGB-D camera combines a standard RGB camera with a depth sensor in a single
device. The depth sensor typically uses time-of-flight, structured light, or stereo-vision
technology to measure the distance to objects in the scene. In this research, the RealSense
D435 camera uses structured light to obtain all leaf information. Leaves can be reconstructed
into a 3D point cloud from the depth information. Therefore, the more accurate the depth
sensor, the more precise the 3D point cloud. With the help of the semantic segmentation
neural network, the leaf point cloud can be extracted and the leaf area value can be
calculated by counting the points regardless of leaf morphologies.

The second factor that can have a significant impact on the leaf area value is the
performance of the semantic segmentation neural network. Errors in leaf recognition
directly affect leaf area values. However, this is a strong point for this method since it
makes this method independent of leaf morphologies. We can apply this method to various
types of plants by changing the training dataset, whereas other methods require numerous
experiments to find new mathematical formulas.

The equation to detect leaf area will be changed with different point cloud resolutions.
The higher the resolution is the lower the number of points is. The ratio between the
number of points and leaf areas should be detected for new resolutions.

Although two cameras can gather information on two sides of the plant, they cannot
obtain all the plant information if the plant is tall. Thus, it is necessary to develop a method
that can create a 3D point cloud based on image sequences taken from cameras while they
are moving upwards to gather complete plant information.

Throughout the history of scientific attempts to estimate the leaf area, there has been
a need to flatten individual leaves and analyze them one at a time. This process is time-
consuming and labor-intensive, even when high-speed sensors or equipment are used.
Additionally, errors can occur when operations are carried out by humans during a long
time, such as when measuring the area of dense samples. The quantification of these
practical errors is difficult to detect. With our proposed technique, an automatic system
determining leaf area for the farm can be built. Results are returned periodically and
manual errors are eliminated.
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4. Conclusions

We have proposed a novel method for estimating the leaf area of sweet pepper plants.
It is a direct method based on deep learning and 3D construction. A semantic segmentation
neural network was used to recognize leaves and generate semantic images. Then, with
the two camera systems, a point cloud of only leaves was built. From the number of points,
the leaf area was estimated.

Our experiments have demonstrated a correlation between the number of points
and the actual leaf area. The result of this method shows higher performance than other
methods using convolution neural networks. It also has several other advantages. Firstly, it
saves time because the process of building a 3D point cloud for leaves can run in real time.
The whole process is done by machine, which decreases the errors that often happened
with humans when working with numbers of samples. Secondly, it is independent of leaf
morphologies, making it applicable to a wide variety of plant types. The leaves do not have
to be removed for measurement, which is a significant benefit. Finally, this method paves
the way for the development of a robotic system that can automatically measure leaf area,
similar to other environmental sensors.

In the future, we plan to conduct more experiments with various types of leaf area
measurements to determine the optimal point-to-area ratio for the best results. Furthermore,
we are dedicated to enhancing this application by enabling it to estimate the total leaf area
of a plant through the upward movement of cameras.
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