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Abstract: Classification of airborne light detection and ranging (LiDAR) point cloud is still challenging
due to the irregular point cloud distribution, relatively low point density, and the complex urban
scenes being observed. The availability of multispectral LiDAR systems allows for acquiring data at
different wavelengths with a variety of spectral information from land objects. In this research, a rule-
based point classification method of three levels for multispectral airborne LiDAR data covering
urban areas is presented. The first level includes ground filtering, which attempts to distinguish
aboveground from ground points. The second level aims to divide the aboveground and ground
points into buildings, trees, roads, or grass using three spectral indices, namely normalized difference
feature indices (NDFIs). A multivariate Gaussian decomposition is then used to divide the NDFIs’
histograms into the aforementioned four classes. The third level aims to label more classes based on
their spectral information such as power lines, types of trees, and swimming pools. Two data subsets
were tested, which represent different complexity of urban scenes in Oshawa, Ontario, Canada. It is
shown that the proposed method achieved an overall accuracy up to 93%, which is increased to over
98% by considering the spatial coherence of the point cloud.

Keywords: multispectral LiDAR; land cover classification; Gaussian decomposition; intensity;
ground filtering

1. Introduction

Over the past two decades, airborne light detection and ranging (LiDAR) data have
been widely used in classification of urban scenes [1]. In 3D point cloud classification
of airborne LiDAR data, multi-class labeling has become the norm for city modeling,
land change detection, map updating, emergency purposes, and disaster evaluation [2–6].
Multispectral airborne LiDAR data are currently gaining interest due to their diversity of
spectral information collected along with spatial attributes.

Previously, most studies focused on the geometric characteristics described by the
LiDAR data [7–11]. Blomley et al. [10] extracted geometric features from the LiDAR point
cloud based on multiple scales and different neighborhood types. Then, random forest
(RF) classifier was applied to classify the terrain into ground, buildings, cars, trees, and
low vegetation. A standard benchmark dataset was used for evaluations. The results of
five classes, namely ground, building, cars, trees, and low vegetation, demonstrated an
overall accuracy of 76.8% and 86.6% for two data subsets. Vosselman et al. [11] proposed a
contextual segment-based classification using conditional random field (CRF) for LiDAR
point cloud classification. A combination between different point cloud segmentation
methods was used to avoid under- and over-segmentation. The results demonstrated that
the overall accuracy of seven classes in a 30 points/m2 dataset was 91.2%, compared to
82.8% obtained from point-based classification using CRF. Other studies were reported on
the use of LiDAR intensity data along with geometric features for the purpose of urban
scenes classification. Niemeyer et al. [12] applied contextual classification on airborne full
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waveform LiDAR data by integrating an RF classifier with a CRF framework. A total of
36 features were extracted from the LiDAR data to accomplish this classification process. An
overall accuracy of 83.4% was achieved when the LiDAR data were classified into grassland,
road, buildings with gabled roofs, low vegetation, façades, buildings with flat roofs, and
trees. Although the presented method was applied on points and no segmentation was
performed, it is computationally expensive due to the huge number of features extracted.
Moreover, reports were confirmed of confusion between a number of classes such as trees
and façades as well as trees and gable roofs. The reason for this confusion is that the data
were collected during leaf-on conditions, when trees partially cover roofs and façades.
Moreover, confusion between low vegetation, trees and grassland was reported and this
is attributed to the generation of reference data, which was very difficult for a human
operator. That study showed the importance of using the LiDAR intensity in distinguishing
grassland from road. Thus, intensity should not be eliminated by the feature importance
selection and should be included for all cases. It is the goal of this research to present
a classification method of urban areas from only airborne LiDAR data, which provide
spectral information, without using image data.

The first commercial multispectral airborne LiDAR system, namely Optech Titan,
was launched by Teledyne Optech in 2014. This system operates at three wavelengths
of 1550 nm, 1064 nm, and 532 nm in three channels C1, C2, and C3 with looking angles
of 3.5◦ forward, 0◦ nadir, and 7◦ forward, respectively. Multispectral information for 3D
point cloud is simultaneously available for the first time from one system. Figure 1 shows
the spectral reflectance curve of different objects at the three channels. These curves were
drawn from the USGS Spectral Digital Library [13]. C3 wavelength penetrates water bodies
and is reflected, while C1 and C2 wavelengths are completely absorbed by clear calm
water. Using the green wavelength at C3 ensures high density point cloud for shallow
water mapping. Vegetation (e.g., grass and trees) is strongly reflective at the near infrared
(NIR) wavelength from C2, while soil (e.g., clay) is more reflective than vegetation at
the C3 and C1 wavelengths. As such, combining multispectral LiDAR data collected
with the aforementioned three wavelengths ensures a higher reliability and accuracy
of information extraction compared to monochromatic wavelength LiDAR systems. In
addition, this system can be used for topographic mapping, vegetation mapping, and 3D
land cover classification.
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Figure 1. Spectral reflectance curve of different land covers at different wavelengths, including C1
(1550 nm), C2 (1064 nm), and C3 (532 nm).

Over the past six years, investigations have been conducted to analyze the Optech
Titan’s multispectral information and to explore its capability for different applications
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such as land cover classification, measuring water depths in shallow water areas, and
mapping forests [14]. Some of these investigations focused on one application such as
vegetation mapping [15] and road mapping [16]. Other studies extracted more than
one object such as separation of high and low vegetation from built-up areas [17] and
land/water discrimination [18].

The multispectral LiDAR point cloud data, collected by the Titan system, have been
used for land cover classification by converting those point cloud data into images [19–22].
Morsy et al. [20] showed that the accuracy of land cover classification can be significantly
improved when multispectral LiDAR data are used, as opposed to single intensity data.
They first created intensity images and digital surface model (DSM) from the collected
point cloud at each wavelength. After that, they applied maximum likelihood algorithm as
classification technique to each single intensity image, the fused intensity images (from C1,
C2, and C3), and the fused intensity images with the DSM, in order to classify terrain into
buildings, trees, roads, grass, soil, and wetland. The use of a single intensity LiDAR image,
created from each of the C1, C2, and C3, led to overall classification accuracies of 34.0%,
48.5%, and 41.5%, respectively. The overall classification accuracy was improved to 65.5%
using the fused three-intensity images. Moreover, the overall classification accuracy was
increased to 72.5% by incorporating the height LiDAR data (i.e., DSM image). Matikainen
et al. [22] presented an object-based analysis of multispectral LiDAR data, whereas intensity
images from the three channels, maximum DSM, minimum DSM, and DTM were first
generated. Subsequently, those images were segmented, and then 41 features based on
intensity and height from the three channels were calculated for each segment. The
segments were divided into high and low based on their mean height with a threshold
value of 2.5 m. Training segments for high objects (i.e., buildings and trees) and low
objects (i.e., asphalt, gravel, rocky areas and low vegetation) were selected from high and
low segments, respectively. The training segments were used as input for RF classifier
in order to investigate the importance of using the 41 features for classification. The
classification results of a suburban area demonstrated an overall accuracy of 95.9%. The
aforementioned studies focused on image data classification. These images vary according
to the selected pixel size and the interpolation methods used to fill the gaps between pixels.
In addition, the occurrence of mixed pixels is a fundamental problem in those studies.
Moreover, supervised classification methods that require prior knowledge/training areas
of the obtained classes were used.

With the focus on LiDAR point cloud classification, Wichmann et al. [23] used classifica-
tion and mapping procedures in order to classify the multispectral LiDAR data. In addition,
the spectral patterns of different classes were studied and showed that the multispectral
data could potentially be used in land cover classification. Morsy et al. [24] developed a
point-based classification method to label the 3D multispectral LiDAR points. A ground
filtering method was first applied in order to separate ground from aboveground points.
Three pseudo normalized difference vegetation indices (NDVIs) were then computed based
on the three channels combination for aboveground and ground points. Subsequently, the
Jenks natural break optimization method was used to classify aboveground and ground
points into trees or buildings and grass or roads. This method demonstrated an overall
accuracy of up to 92.7%. A combination utilization of the three NDVIs could maximize the
usefulness of multispectral LiDAR data as well as increase the number of extracted classes.

Recently, many studies have been carried out using machine learning (ML) and deep
learning (DL) classifiers. For instance, Jing et al. [25] applied a point-based classification
architecture using an improved PointNet++ semantic segmentation considering Squeeze-
and-Excitation (SE) block. The SE-PointNet++ architecture achieved an overall accuracy
and Kappa coefficient of 91.2% and 0.86, respectively. Zhao et al. [26] applied a feature
reasoning-based graph convolution network that achieved an overall accuracy of 93.6%.
Similar to [20], Luo et al. [27] classified the multispectral LiDAR point cloud instead of
images using a single-channel and three-channel data. A ground filtering was first applied,
then a decision tree was conducted on the combination of spatial and spectral information.
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An improvement of the overall accuracy from 64.7% to 93.8% was achieved considering
the three intensity channels. Li et al. [28] applied a DL-based method named attentive
graph geometric moments convolution (AGGM Convolution). In that method, multi-scale
geometric features were extracted and fused. The AGGM Convolution achieved an overall
accuracy and Kappa coefficient of 96.9% and 0.95, respectively. Using either ML or DL
classifiers achieve promising performance in multispectral airborne LiDAR point clouds
classification. However, they require a massive training data to learn the classifier. In
addition, DL classifiers are more computationally complex.

With the emerging of multispectral airborne LiDAR systems in the market, the point
density has been increased with a variety of spectral information recorded from land covers.
Assigning each 3D point to an object class is a basic step in LiDAR processing for land cover
classification. The classification of airborne LiDAR point cloud in urban areas have become
challenging due to (1) the availability of dense point cloud requiring automatic, efficient,
and low computational costs processing algorithms; (2) objects that are hardly detectable
in urban areas such as swimming pools and power lines due to the lack of data collected
for such objects—this problem is caused either by occlusion or no points being recorded at
certain wavelengths; and (3) complex urban scenes such as vegetation covering building
roofs and power lines that can be confused from elevated objects (mostly vegetation).

To overcome these challenges, a rule-based classification method from multispectral
airborne LiDAR data is presented in this research. The LiDAR point from the three channels
are first merged, followed by the application of a ground filtering method. Two data subsets
of an urban area with different characteristics are tested. The first is a clear separation
between vegetation and built-up areas (e.g., buildings and roads). The second is a mixed
scene of buildings, trees, roads, grass, swimming pools, and power lines. The contributions
of this research include: (1) Multi-class labelling (i.e., seven classes) from 3D LiDAR
point cloud directly; (2) the application of multivariate Gaussian decomposition (MVGD)
combined with the interpretation of spectral information of the multispectral LiDAR data
in the classification process; and (3) the consideration of spatial coherence of the point
cloud in improving the classification results. In this research, we maximize the utilization
of multispectral LiDAR data for urban scenes classification.

2. Materials and Methods
2.1. Overall Classification Scheme

The goal of this research is to assign each LiDAR point a unique label. The overall
classification scheme is shown in Figure 2. The LiDAR point cloud acquired at the three
channels were first combined in a pre-processing step, followed by a rule-based classifica-
tion on three levels. The first level relied on ground filtering, whereas aboveground points
were separated from ground points based on elevation. The second level was based on
spectral information (i.e., intensity values), whereas the recorded intensity values were
used to compute three spectral indices, namely normalized difference feature indices (ND-
FIs), followed by NDFIs’ histograms construction for ground and aboveground points.
The multivariate Gaussian decomposition (MVGD) was then used to analyze the NDFIs’
histograms into different Gaussian components to classify the LiDAR points into buildings,
trees, roads, or grass. The third level relied on the interpretation of the interaction between
objects at the three wavelengths, whereas returns from a certain channel were recorded
for an object, while no returns were recorded for the same object from a different channel
such as swimming pools, power lines, and trees with red leaves. Consequently, the LiDAR
data were eventually classified into eight classes, namely buildings, trees with green leaves
(green trees), trees with red leaves (red trees), roads, grass, swimming pools, power lines
and unclassified points. The classification results were finally evaluated using aerial images
and accuracy measures were calculated.



Geomatics 2022, 2 374

Geomatics 2022, 2, FOR PEER REVIEW 5 
 

 

trees with green leaves (green trees), trees with red leaves (red trees), roads, grass, swim-
ming pools, power lines and unclassified points. The classification results were finally 
evaluated using aerial images and accuracy measures were calculated. 

 
Figure 2. Classification workflow. 

2.1.1. LiDAR Points Merging and Ground Filtering 
The multispectral sensor acquires LiDAR point cloud in three channels (C1, C2, and 

C3) at different wavelengths with different intensity values. However, merging those 
point cloud and estimating the intensity values for each single point at all wavelengths 
make the available data denser and more reliable. In order to estimate intensity values for 
each LiDAR point, a median value of a point was calculated from its neighboring points 
from another channel [24]. The median values were used to avoid any outliers in the da-
taset. Let pi, pj, and ph represent points in C1, C2, and C3, respectively; where i = 1, 2, 3, . . 
, n1; j = 1, 2, 3, . . , n2; h = 1, 2, 3, . . , n3; and n1, n2 and n3 are the total number of LiDAR 
points collected in C1, C2, and C3, respectively. For any point pi in C1, the neighboring 
points from C2 and C3 were obtained within a sphere of predefined search radius r. Then, 
the median intensity values IC2 and IC3 were estimated using the neighboring points from 
C2 and C3, respectively. Similarly, for any point pj in C2, the neighboring points from C1 
and C3 were obtained and the intensity values IC1 and IC3 were estimated. The same was 
applied for each point ph in C3, where the intensity values IC1 and IC2 were estimated using 
the neighboring points from C1 and C2, respectively. Finally, the total number of points 

Figure 2. Classification workflow.

2.1.1. LiDAR Points Merging and Ground Filtering

The multispectral sensor acquires LiDAR point cloud in three channels (C1, C2, and
C3) at different wavelengths with different intensity values. However, merging those point
cloud and estimating the intensity values for each single point at all wavelengths make
the available data denser and more reliable. In order to estimate intensity values for each
LiDAR point, a median value of a point was calculated from its neighboring points from
another channel [24]. The median values were used to avoid any outliers in the dataset.
Let pi, pj, and ph represent points in C1, C2, and C3, respectively; where i = 1, 2, 3, . . . ,
n1; j = 1, 2, 3, . . . , n2; h = 1, 2, 3, . . . , n3; and n1, n2 and n3 are the total number of LiDAR
points collected in C1, C2, and C3, respectively. For any point pi in C1, the neighboring
points from C2 and C3 were obtained within a sphere of predefined search radius r. Then,
the median intensity values IC2 and IC3 were estimated using the neighboring points from
C2 and C3, respectively. Similarly, for any point pj in C2, the neighboring points from C1
and C3 were obtained and the intensity values IC1 and IC3 were estimated. The same was
applied for each point ph in C3, where the intensity values IC1 and IC2 were estimated using
the neighboring points from C1 and C2, respectively. Finally, the total number of points
N = n1 + n2 + n3 (with duplicated points removed), and each LiDAR point had attributes
of x, y, z, IC1, IC2 and IC3; where IC1 is the intensity value from C1, IC2 is the intensity value
from C2, and IC3 is the intensity value from C3. During the merging process, for a point in
C1, if no neighboring points were found in C2 or C3, the intensity value of this point was
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set to zero. Thus, a LiDAR point could have zero intensity values from one or two channels.
Although this is not a practical situation, it is useful for labeling certain classes (e.g., power
lines) as detailed in Section 2.1.4.

The classification method started with distinguishing between aboveground and
ground points. A slope-based ground filtering method was applied to achieve this task [29].
The slope of each point with respect to its neighboring points was calculated and a threshold
value (S_thrd) was applied. If the slope of a LiDAR point was greater than S_thrd, this point
was labeled as aboveground points. Moreover, a moving circle of radius r and relying on a
height difference threshold value (H_thrd) was applied to ensure that all aboveground and
ground were correctly labeled.

2.1.2. NDFIs Computation and Histograms Construction

For aboveground and ground points, the three intensity values IC1, IC2, and IC3 were
employed to form three NDFIs, namely NDFIC2−C1, NDFIC2−C3, and NDFIC1−C3, which
were defined in [17] as follows:

NDFIC2−C1 =
IC2 − IC1

IC2 + IC1
(1)

NDFIC2−C3 =
IC2 − IC3

IC2 + IC3
(2)

NDFIC1−C3 =
IC1 − IC3

IC1 + IC3
(3)

The NDFIs values, similar to spectral indices, range from −1 to 1. It should be noted
that if a point was assigned with zero intensity value in two channels, the NDFI resulted in
NaN. Consequently, the point was assigned to the unclassified class.

A histogram is the graphical representation of the distribution of any data. The
histogram has been used to create intensity histograms by plotting the number of pixels for
each digital number in an image [30]. Similarly, in this research, NDFI values were divided
into bins (or intervals) and the number of points were counted (i.e., frequency) in each
bin. The NDFIs’ histograms were then constructed. Figure 3 shows examples of NDFIs’
histograms and fitted functions.
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2.1.3. MVGD Application

Multivariate Gaussian decomposition is based on the Gaussian function in Equation (4).
It has been used for modeling LiDAR data, especially full-waveform LiDAR [31]. Gaus-
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sian decompression requires a fitting algorithm [32] such as non-linear least-squares ap-
proach [31,33] and maximum likelihood estimate using Levenberg–Marquardt optimization
algorithm and expectation-maximization (EM) algorithm [34], respectively. Apart from the
full waveform LiDAR data, Gaussian decomposition was used to model training samples
for supervised classification of discrete returns LiDAR data [35,36]. In this research, we
used the Gaussian function to model the NDFIs’ histograms. A sum of Gaussian functions
G(x), described by [34], was applied to model each NDFI’s histogram as defined by:

f (x) =
1√

2πσ2
j

exp

(
−
(
x− µj

)2

2σ2
j

)
(4)

where,

µj: the mean value
σj: the standard deviation

G(x) =
N

∑
j=1

pj . f j(x) (5)

where,

x: the bin value
N: the number of components
pj: the relative weight

Two main challenges were identified related to the fitting of the modeling function (i.e.,
Gaussian). First, a prior knowledge of the number of Gaussian components was required.
Second, the fitting was sensitive to initial values of Gaussian’s parameters. Therefore, we
applied the peak detection algorithm to locate all peaks (K) in each histogram [37]. Usually,
the Gaussian component has two inflection points. The positions of those inflection points
can be estimated using the zero crossing of the second derivative. Based on those locations
the Gaussian’s half width (σj) was estimated [33].

To model the histograms, the number of Gaussian components was considered equal
to the number of peaks (N = K). Then, the pj, µj, and σj parameters were fitted for each Gaus-
sian component using the maximum likelihood estimate produced by EM algorithm [38],
starting with two Gaussians that have equal relative weight (pj), as shown in Equation (6).

f wij =
pj f j(xi)

∑N
j=1 pj f j(xi)

(6)

where wij is the probability of xi belongs to Gaussian (j). The maximization (M) step
computes the maximum likelihood estimates of the parameters (pj, µj, and σj) as follows:

pj =
∑n

i=1 yi wij

∑n
i=1 yi

(7)

µj =
∑n

i=1 yi wij

pj ∑n
i=1 yi

(8)

σj =

√√√√∑n
i=1 yi wij

(
xi − µj

)2

pj ∑n
i=1 yi

(9)

where

yi: the amplitude at bin xi
n: the number of histogram’s bins

The two steps were repeated until convergence or a maximum number of iterations
was achieved. The process stopped when either (1) the difference between any iteration
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and the previous iteration was less than 0.001, or (2) the number of iterations was greater
than 1000 [39]. The same procedures were repeated for all possible numbers of Gaussians,
where N = K − 1, K − 2, . . . , 2. In addition, a non-linear least squares (NLS) adjustment
was utilized to optimize each component’s parameters (µj and σj) [31,33], so that they could
be compared with the fitted Gaussians from EM, as shown in Figure 3.

The quality of the fitted Gaussians has been tested for fitting the full waveform LiDAR
data [33,40] using the following formula:

ξ =

√√√√√ 1
n

n

∑
i=1

(yi − f (xi))
2 (10)

Similarly, the fitted Gaussians was tested using the quality Equation (10). According
to [40], a good fitting is considered when ξ is less than a threshold value (i.e., 0.5). However,
in this research, in each case from N = K, K − 1, . . . , 1; ξ was calculated. Then, the number
of Gaussian components were considered with minimal ξ. A MVGD was finally used to
classify the LiDAR point cloud as follows:

fMVG(x) =
1

2πm/2|∑ |1/2 exp
(
−1

2
(X−M)T∑−1

(X−M)

)
(11)

m: number of variables (NDFIC2−C1, NDFIC2−C3, and NDFIC1−C3)
X: variables matrix [NDFIC2−C1 NDFIC2−C3 NDFIC1−C3]
M: means row vector
Σ: covariance matrix

2.1.4. LiDAR Points Classification

Eight classes were labeled from the airborne multispectral LiDAR data, namely build-
ings, green trees, red trees, roads, grass, swimming pools, power lines, and unclassified
points. Vegetation (i.e., trees or grass) exhibits different reflectance values in the three
channels, whereas reflectance from C2 > C1 > C3 as shown in Figure 1. As a result, the
calculated NDFIs of the vegetation points exhibited higher values than the built-up areas
(i.e., buildings or roads). Thus, the output clusters from MVGD that have high NDFIs were
labeled as “vegetation” and those with low NDFIs were labeled as “built-up areas”.

After the ground filtering was applied as described in Section 2.1.1, the application
of MVGD clustered the aboveground points into trees and buildings, and the ground
points into grass and roads. Moreover, for the aboveground points, the trees class was
separated into two classes: green trees and red trees. The red trees had no reflectance in C3
(532 nm), as shown in Figure 4. As a result, for a point belonging to red trees, IC3 = 0 and
hence the NDFIC2−C3 = NDFIC1−C3 = 1. In addition, power lines had reflectance mainly in
C1 (1550 nm), which is sensitive to the high temperature emitted from the power lines,
as shown in Figure 5. That means, for power lines points, IC2 ≈ IC3 ≈ 0, and hence
NDFIC2−C1 = −1 and NDFIC1−C3 = 1. Similarly, swimming pool points were labeled based
on the fact that they had returns mainly in C3. Therefore, for swimming pool points,
IC1 ≈ IC2 ≈ 0, and hence NDFIC2−C3 = −1 and NDFIC1−C3 = −1. Table 1 summarizes the
expected intensity values and the NDFIs values calculated from Equations (1)–(3) of points
belonging to red trees, power lines, and swimming pools. As aforementioned, if a point
had zero intensity value in any two channels, this point was labeled as an unclassified point
unless it was a point belonging to power lines or swimming pools.
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Table 1. Expected intensity values and calculated NDFIs values of points belonging to red trees,
power lines, and swimming pools.

Class IC1 IC2 IC3 NDFIC2−C1 NDFIC2−C3 NDFIC1−C3

Red Trees I I 0 V 1 1
Power lines I 0 0 −1 NAN 1
Swimming pools 0 0 I NAN −1 −1

where “I” ranges from 1 to 4096, “V” ranges from −1 to 1, and “NAN” is not a number.

The proposed point-based classification approach labels each individual point ac-
cording to its spectral characteristics and its position in the feature space. In general, the
point-based classification methods are full of salt and pepper noises, as they do not account
for spatial coherence of neighborhoods. As a result, the derived labeling was expected
to be noisy. Therefore, a spatial coherence was considered with applied a max voting 3D
filter similarly to the one presented by [35]. Each individual point was assigned to a class
that occurs most frequently in its neighborhood within a circle of a 3 m radius. This filter
provided smooth classification results as shown in Figure 6.
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2.1.5. Classification Results Evaluation

Previous studies used 3D-labeled LiDAR data benchmarks [10,11] or 2D-labeled
LiDAR data benchmarks that were extended to 3D-labeled points [12], which are not
available for the tested study area. This research presented an alternative method for
generating 3D reference points based on polygons digitized from aerial images. First, a
set of polygons for each class (e.g., buildings) were randomly selected for different classes
and manually digitized from aerial images. Second, all 3D points within each polygon
were labeled as reference points for their class. Third, the same polygons were intersected
with the classified points, and all points within the polygons were used (classified points)
in computing the confusion matrix (reference points vs classified points). This method is
applicable for buildings, roads, grass, and swimming pools classes. For trees class, only
the canopy points were labeled as reference points. This is because we can only see the
canopy from aerial images, and we are not able to see what is underneath. In addition,
other classes (e.g., power lines) could not be quantitatively assessed as they are vertically
distributed in the LiDAR data and appeared as linear objects in the aerial images (see
Figure 6); moreover, reference polygons cannot be digitized. The confusion matrix for
each data subset was computed and the accuracy measures (overall, producer’s and user’s
accuracies) were calculated.

2.2. Study Area and Datasets

The performance of our method was evaluated using LiDAR data acquired by the
Optech Titan multispectral airborne LiDAR sensor for a strip over Oshawa, Ontario, Canada
in September 2014. Two data subsets from the LiDAR strip were clipped for experimental
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testing. The two subsets are described as follows. Area 1 is divided into two parts: mixed
built-up with vegetation and vegetation area. It also includes power lines and a number
of swimming pools. Area 2 is a mixed area between built-up and vegetation consisting of
residential and industrial buildings with different roof materials (colors), road surfaces,
high and low vegetation, power lines and swimming pools. Table 2 summarizes the
specifications the two data subsets.

Table 2. Data specifications for Area 1 and Area 2.

Parameter
Specification

Area 1 Area 2

Dimension (m × m) 600 × 410 490 × 470

Altitude (m) ~1075
Scan Angle ±20◦

Pulse Repetition Frequency (PRF) 200 kHz/channel;
600 kHz total

Scan Frequency 40 Hz
Number of Returns Up to 4 returns
Number of points: Channel 1

Channel 2
Channel 3

833,216 796,226
887,744 825,176
723,102 742,158

Average Point Spacing (m) 0.51/channel

Since the data acquisition was in summertime during leaf-on conditions, most points
of the vertical distribution within trees describe the canopy only. The variation in the
number of points recorded at different channels depends on the interaction of land objects
with different wavelengths (e.g., reflection from the water surface and/or bottom, and
greenness of the vegetation). The lowest number of points is in C3 because there are no
recorded returns from the trees with red leaves in this channel. Figure 7 shows two aerial
images of the tested areas. The aerial images were geo-referenced with the LiDAR data
with 0.5 m pixel size. The reference points that were used for validating the land cover
classification results as listed in Table 3.
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Table 3. Number of reference points for Area 1 and Area 2.

Class Area 1 Area 2

Buildings 10,398 10,234
Green Trees 7140 7453
Red Trees 2506 4472
Roads 4078 5734
Grass 8792 9013
Swimming Pools 538 1289
Total 33,452 38,195

3. Results and Discussion

The LiDAR data from the three Titan channels were first merged, and a ground filtering
method was applied. The ground filtering method relied on points’ slopes with respect
to surrounding points, whereas a threshold value (S_thrd = 10◦) was applied to label an
aboveground point. Moreover, the remaining points were filtered by a moving circle of
(r = 10 m). The point was labeled as an aboveground point, if the height difference was
greater than 1 m (H_thrd = 1 m).

The three NDFIs were then calculated, and NDFIs’ histograms were constructed with
0.1 bin size and normalized for aboveground and ground points. As aforementioned,
Gaussian distributions with minimum ξ was utilized to fit the histograms. The ξ values are
listed in Table 4.

Table 4. ξ of the fitted Gaussians and number of clusters obtained from MVGD for the two areas.

NDFIC2−C1 NDFIC2−C3 NDFIC1−C3 MVGD

Area 1
Aboveground 0.051 0.048 0.042 4

Ground 0.033 0.040 0.082 4

Area 2
Aboveground 0.079 0.062 0.065 2

Ground 0.032 0.097 0.092 4

As shown in Table 3, the max ξ is less than 0.1 which is lower than the prescribed
error level (i.e., 0.5) by [40]. The fitted Gaussians with their parameters (µj and σj) were
used as input for the multivariate Gaussian function, (Equation (11)), in order to cluster
aboveground/ground points into four classes. For the three defined NDFIs of the above-
ground or ground points, the lower values represent buildings or roads, and the higher
values represent trees or grass as reported in [24]. Based on these facts and based on a
visual interpretation of the output clusters, the following decisions were applied:

• If the output produced two clusters, the first cluster was buildings or roads class, and
the second cluster was trees or grass class.

• If the output produced four clusters, the first two clusters were buildings or roads
class, and the last two clusters were trees or grass class.

Consequently, the MVGD divided the multispectral airborne LiDAR data into four
main classes: trees, buildings, grass, and roads. The number of classes could be increased, if
we considered more Gaussian components and allowed a higher error level of ξ; however,
in this case the output classes might be noisy and not representative.

In addition, more classes were labeled based on the spectral information of land objects
produced by the three different wavelengths. First, the trees class was separated into two
classes: green trees and red trees. Moreover, power lines, swimming pools and unclassified
points were labeled. As a result, a total of eight classes were labeled, including buildings,
green trees, red trees, roads, grass, power lines swimming pools, and unclassified objects.
Figure 8 shows the classified point cloud of Area 1 and Area 2. Tables 5 and 6 provide the
producer’s and user’s accuracies of Area 1 and Area 2, respectively.
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Table 5. Accuracy metrics of Area 1.

Class Producer’s Accuracy (%) User’s Accuracy (%)

Buildings 99.0 94.2
Green Trees 72.8 96.2
Red Trees 96.6 64.7
Roads 92.5 98.8
Grass 97.0 99.9
Swimming Pools 88.1 69.4

Table 6. Accuracy metrics of Area 2.

Class Producer’s Accuracy (%) User’s Accuracy (%)

Buildings 99.1 95.7
Green Trees 78.9 92.5
Red Trees 95.5 77.5
Roads 99.7 98.9
Grass 92.2 99.9
Swimming Pools 93.0 99.7

Our method achieved an overall accuracy of 91.7% and 93.0% for Area 1 and Area 2,
respectively. The main sources of the classification errors are the unclassified class and
ground filtering. The error of unclassified class ranges from 1.1% to 1.7%. The classification
errors due to the ground filtering ranged from 0.0% to 3.7%, whereas the ground points
were misclassified as aboveground points or vice versa.

The confusion between green trees and red trees is another source of the classification
errors. This is attributed to the fact that intensity values along the vertical distribution
of the tree profile are not the same as they represent different returns. For example, in
Area 2, about 21.1% of green trees points were omitted (78.9% producer’s accuracy), and
those points were classified as red trees or buildings. This omission caused a classification
error rate of red trees class of about 17.5% and of buildings of about 3.9%. As vegetation
cover increased, the error rate increased. About 27.2% (72.8% producer accuracy) and
29.9% (71.1% producer accuracy) of green trees points were omitted in Area 1 and Area 2,
respectively. In some cases, the tree points were wrongly classified as buildings or vice versa.
This is primarily due to the various moisture content of the high vegetation (trees)/low
vegetation (grass) and various roof materials that exhibit different intensity values as
reported by the results in [24].

Swimming pools have a relatively low user accuracy of 69.4% in Area 1 due to a
number of roads and grass points being incorrectly assigned to this class. This occurred
because no returns were recorded in one or more channels for those points. Power line
points were visually assessed and most of these points were correctly labeled in Area 2 but
not in Area 1. The misclassified points were labeled as trees or unclassified objects. This is
due to those points had returns from two/three channels (labeled as trees) or returns in
one channel, either C2 or C3 (labeled as unclassified).

3.1. The Impact of Spatial Coherence

In order to improve the classification results, a 3D max voting (mode) filter with a
circle of 3 m radius was applied to the classification output classes. The overall accuracies
increased to 95.7% and 98.3% for Area 1 and Area 2, respectively. Figure 9 shows the
classified point cloud of the two areas after the application of the 3D filter. Significant
improvements of the accuracy measures were achieved after the application of the 3D
filter (MVGD_filtered) as shown in Figures 10 and 11. For instant, the user’s accuracy in
classifying buildings, red trees, and swimming pools improved by up to 22.7%, 13.9%, and
13.3%, respectively. Moreover, the producer’s accuracy improved from 10.2–18.6% and
from 4.5–13.3% for green trees and swimming pools, respectively.
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3.2. Comparison with Previous Studies

The achieved classification results have proven the usefulness of multispectral LiDAR
data for land cover classification. Previous studies combined multispectral aerial images
and/or satellite imagery with either LiDAR height [41] or with both LiDAR height and
intensity [42,43] in order to classify the terrain into multi-class. Those studies demon-
strated classification accuracies between 85.4% and 89.9%, while our method achieved a
higher score of 97.0% average overall accuracy. Thus, the availability of the multispectral
LiDAR data reduces the need for multispectral aerial/satellite imagery for classification
purposes. In contrast, by focusing on classifying LiDAR points into multi-class in urban
areas, previous studies achieved overall classification accuracies of 89.1% [9], 83.4% [12], or
82.8% [11]. In addition, the results of recent that applied ML/DL classifiers demonstrated
overall classification accuracies of 91.2% [25], 93.6% [26], 93.8% [27], or 96.9% [28]. The
classification results in this research demonstrated higher overall accuracies compared to
the aforementioned studies.

For a quantitative comparison, we applied the same clustering method presented
in [24]. The Jenks natural breaks optimization method was used to cluster the three
NDFIs (NDFIC2−C1, NDFIC2−C3, and NDFIC1−C3) histograms of the aboveground and
ground points into buildings or trees and roads or grass, respectively. The same method
was applied to the two datasets presented in this research. Figure 12 shows the overall
accuracies achieved from the three NDFIs based on Jenks break optimization, MVGD, and
MVGD after applying the 3D filter (MVD_filtered) for the four classes. The utilization
of MVGD achieved overall accuracies similar to or higher than NDFIs based on Jenks
breaks for the tested areas. In addition, the application of the 3D filter (MVGD_filtered)
demonstrated the highest overall accuracies for the two tested areas.
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4. Conclusions

In this research, a rule-based point classification method from multispectral airborne
LiDAR point cloud covering an urban area was presented. The capability of using geo-
metric and radiometric information of the LiDAR data in land cover classification was
demonstrated. The airborne multispectral LiDAR sensor, Optech Titan, was used to acquire
point cloud in three channels at different wavelengths (1550 nm, 1064 nm, and 532 nm). The
LiDAR data were first merged and intensity values for each LiDAR point were estimated
in a pre-processing step. A ground filtering method was applied to separate aboveground
from ground points. Three NDFIs were then calculated and NDFIs’ histograms were con-
structed. The NDFIs’ histograms were fitted using a Gaussian decomposition with EM and
NLS. The output Gaussian parameters were used as an input to MVGD, whereas four main
classes (buildings, trees, roads, and grass) were automatically clustered from the multispec-
tral LiDAR data. The data acquisition at different wavelengths from land objects allowed
for labeling additional classes based on their spectral information. Thus, swimming pools,
power lines and two types of trees were classified. Two data subsets collected from an
urban area were used for evaluation. The data subsets represented different complexities
of urban scenes. The presented approach revealed an average overall accuracy of 92.4%.
Moreover, the spatial coherence of the LiDAR point cloud was considered by using a max
voting 3D filter, where the average overall accuracy improved to 97.0%.

The ground filtering method showed high potential in separation, whereas the slope
of aboveground LiDAR points was considered. The results revealed the usefulness of
NDFIs in distinguishing between high and low vegetation and built-up areas with an
overall accuracy of more than 95.0%. In addition, the spatial coherence consideration for
the classified LiDAR points achieved a significant improvement in the obtained overall
accuracies. However, we found that the trees with green leaves and trees with red leaves
are most confusing and caused classification errors. Moreover, the different building roof
materials caused misclassification with vegetation. Many points of the power lines were
visually evaluated and many points were labeled as either trees or unclassified points.

Future work will focus on radiometric correction and normalization of the multi-
spectral data that could improve the classification accuracy of misclassified objects. In
addition, more land objects such as buildings with different roof materials, bare soil, and
road markings will be considered in the classification process.
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