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Abstract: This study shows a methodological approach to improve geospatial interpolation carried
out with the Inverse Distance Weighted algorithm using distances and other parameters to which
we attribute relative weights such as elevation. We also provide reliable information about better
data output by elaborating a more realistic confidence interval with various percentages of reliability.
We tested the methodology to monthly accumulated rainfall and temperatures recorded by multi-
ple monitoring stations in the Puglia region in South Italy. The whole procedure has been called
Augmented Inverse Distance Weighted and is tested with the ultimate goal of predicting missing
values at a regional scale based on cross-validation techniques applied to a dataset consisting of
ten years of precipitation data and five years of temperature data. The efficacy of this approach is
evaluated using statistical scores regularly employed in the model’s evaluation studies. Results show
that the improvements over the classical approach are remarkable and that the “augmented” method
provides more accurate measurements of environmental variables. The main application of this
algorithm is the possibility to provide the spatialisation of values of precipitation and temperature, or
any other based on its own needs, at every point of the territory, playing a very important role in
agricultural decision support systems and letting us identify frosts, drought events, climatic trends,
accidental events, cyclicality and seasonality.

Keywords: geospatial interpolation; monitoring network; agricultural DSS; time series; open-
source software

1. Introduction

Climate results from the close correlation between various mutually interacting “sys-
tems”: atmosphere, hydrosphere, cryosphere and lithosphere. All these systems interact
with the living components present on the earth’s surface, the biosphere, to which we
belong. Nowadays, it is necessary to understand the possible modifications of these
components and their possible repercussions on the biotic part [1], as specified in the
bioclimatology purpose [2,3].

The current climate change [4] is destined to impact heavily on many sectors [5], accel-
erating environmental deterioration [6]. Thus, it becomes necessary to adopt measures to
implement strategies for the adaptation and reduction of impacts, better if based on simple
and low-cost practices, able to obtain more precise information on many environmental
variables at a regional scale that could be better used by local administrators, who often
have to solve concrete problems.

For a long time, meteorological data have been recorded on automatic weather stations
(AWS). However, meteorological measurements in many areas are limited due to high
installation and maintenance costs and the sparse and not representative coverage of
stations. Furthermore, data from these stations may present temporal dropout and spatial
gaps due to sensor failure.

Data from AWS are useful to local farmers, especially if used inside an agricultural
decision support system (DSS) [7] to control plant diseases, plan pesticide treatments and

Knowledge 2022, 2, 88–102. https://doi.org/10.3390/knowledge2010005 https://www.mdpi.com/journal/knowledge

https://doi.org/10.3390/knowledge2010005
https://doi.org/10.3390/knowledge2010005
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/knowledge
https://www.mdpi.com
https://orcid.org/0000-0001-8006-6998
https://orcid.org/0000-0003-3673-3903
https://orcid.org/0000-0003-1373-7055
https://doi.org/10.3390/knowledge2010005
https://www.mdpi.com/journal/knowledge
https://www.mdpi.com/article/10.3390/knowledge2010005?type=check_update&version=1


Knowledge 2022, 2 89

soil tillage, and reduce irrigation intensity. Farmers have to refer to the nearest AWS,
but available information could be not always adapted to their context due to a highly
heterogeneous territory that could affect areas with different microclimates.

Most accurate knowledge leads to improved territory management, such as pesti-
cide monitoring plans [8]. Therefore, to identify the acceptable use of agricultural areas,
providing real-time DSS and local weather data is essential.

To reconstruct a field model of interest for the entire surface of interest, a large num-
ber of spatial interpolation techniques are currently available [9–13], including regression
methods [14], smoothing splines [15], spatial–temporal modelling techniques [16–18], inter-
polation optimization methods [19], kriging models [20] and inverse distance weighting
methods [21].

In this scenario, inverse distance weighted (IDW) is a powerful tool to obtain the
spatialisation of data based on the latitude and longitude coordinates of the surrounding
measuring stations and measured values. Applied IDW values are assigned to unknown
points, calculating a weighted average from the value of a scattered set of known points.
The weights decrease as the distance increases.

In recent years, several applications of this methodology were applied for different
geographical and environmental purposes. Applications include evaluating the influence
of human practices on surface water quality [22], estimating fruit flies trapped per day
values for non-sampled areas in Terceira Island [23], investigating the feasibility of solar
energy in Iran [24], reconstructing a long-term gridded daily rainfall time series [25–27]
and providing an estimate of a climatic condition at locations for which no observations
are available [28].

The main reasons for such success could be: (i) the ease of its formulation and im-
plementation of the algorithm in many information and communication technology tools,
consequently (ii) the availability in the most widespread Geographical Information System
(GIS) applications [19,29], and (iii) its effectiveness, which makes its performances compa-
rable to more complex methods, e.g., Ordinary Kriging (OK) [30], Radial Basis Function
(RBF) [31], kriging with external drift (KED), ordinary cokriging (COK) and empirical
Bayesian kriging (EBK) [32]. It is necessary to evaluate the purpose for which the algorithm
is applied and the use that should be made of the output data. For this case study, we
do not consider it necessary to resort to more complex calculation algorithms that would
require more time, resources and more performing computers to be applied, and even if
the results could be more accurate [21], we consider this aspect negligible for our purposes.

Tobler’s first law of geography (TL) is the idea at the basis of IDW; the crucial concept
contained in TL is that of distances. A possible definition of TL is the following: “the more
two spatial locations are close to each other, the more they are expected to be similar” [33].
However, it is known that IDW in some circumstances fails since not always the closeness
entails similarity.

In light of this, in the present paper, we investigated the usefulness of a methodology
approach to modify, based on our needs, IDW formulation involving other parameters
besides the weighted reciprocal distances. We called the novel formula Augmented Inverse
Distance Weighted (AIDW), and the efficacy of this algorithm is evaluated by comparing it
to the classical IDW through the calculation of traditional statistical scores, adding as an
additional parameter the weighted altitude difference between stations. Some considera-
tions regarding the valuable number of stations to consider for the interpolation will also
be reported. Some aspects regarding the modalities of providing a confidence interval to
the output data will also be reported because the parameter’s estimate may be insufficient
to provide reliable information.

Then, in our case study, AIDW and IDW were applied to predict values of monthly
rainfall and hourly temperatures in the Puglia Region (South Italy), comparing the results
to the real values acquired by monitoring stations. Moreover, once the efficiency of the
“augmented” algorithm had been tested, it was applied to a real case commissioned by
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the Regional Association of Defense Consortiums of Puglia [34] to provide estimated
temperature values useful to evaluate the insurance reimbursements to farmers for frosts.

Public Local Administrators should operate with low-cost Information and Communi-
cation Technologies (ICT) tools, able to provide useful and synthetic information, quickly
available, from an ad hoc DSS, designed and developed to respond to essential questions. It
is better if these ICT tools are implemented with an on-demand processing paradigm (if for
a period the service is not required, what sense does it make to spend resources to keep it
running), which proves to be a valuable tool to manage the complexity of agro-ecosystems.

This operating mode was chosen as the service can be provided with at a low cost
compared to other, more complex calculation algorithms that require much more resources
for their implementation and a greater effort for their implementation and integration with
other embedded systems already mounted in the control units.

In addition, to better manage agro-ecosystems, we cannot ignore the information
deriving from meteorological data. If appropriately processed, it could suggest possible
solutions regarding irrigation, fertilization, frosts, predictions about pest epidemics and
many other valuable applications implementable only by temperature, absolute and rel-
ative humidity, elevation and rainfall data input. This aspect could also be beneficial in
implementing systems and procedures to better manage crop damage and for improved
administration of funding for agricultural policies linked to reimbursements for lost crops
due to frosts. Other applications could be those related to the management of agronomic
plans related to using pesticides and fertilizers for more precise and sustainable agriculture
and services (e.g., irrigation) to increase sustainable development in the sector [35].

2. Materials and Methods
2.1. Study Area

The present study is focused on the area of the Puglia Region, the easternmost part of
the Italian peninsula, which covers around 19,500 km2.

The Puglia region is located within latitudes 39◦47′ N and 42◦13′ N, longitudes
14◦50′ E and 18◦31′ E, with altitudes ranging from sea level to 1150 m (Figure 1a).

This region is dominated by the Mediterranean macroclimate, more or less signifi-
cantly modified by the influence of several geographic sectors and the complex surface
morphology. Due to its particular geographic position and the accentuated territorial
discontinuity, the Puglia region has highly diversified microclimatic conditions within both
the various regional geographic districts and the Mediterranean macroclimate, from which
it is dominated. The Adriatic side is markedly affected by the continental climate, and the
north-western part is influenced by the mountain climate of the nearby Campania-Lucan
Apennines contrasted to the south by the Ionian Sea and the central Mediterranean.

In the Puglia region, a Regional Agrometeorological Service and Civil Protection
(a governmental structure of the Italian Republic in charge of the coordination of activities
on prediction, prevention, management and overcoming of disasters, calamities, human
and natural) provide data from a total number of stations of more than 150 acquiring
information simultaneously. In Figure 1b, there is the map of the stations.

2.2. Used Dataset and Monitoring Networks

The data utilised for this study come from the sensors of the monitoring stations of the
weather stations from Civil Protection of the Puglia region and the Regional Association of
Defense Consortiums of Puglia. Sensors from these monitoring stations measure rainfall,
temperature, relative and absolute humidity, wind direction, leaf wetness, atmospheric
pressure, global radiation and wind speed.

Based on available data, the datasets used include ten years (2003–2013) of monthly
cumulative rainfall of n. 81 stations and hourly measured air temperature to ground for n.
94 stations for six years (2011–2016).
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Figure 1. (a) The borders of the Puglia region; (b) used monitoring stations for this study. We also
reported the stations from which values were used as tests. The label refers to the Italian name of the
station, which we will use in the paper. Note: the stations without underlying Puglia elevation map
are located in another region, but the data were available for this study.

The rainfall data and temperature were used to test and evaluate our algorithm. Below,
we report the results for only rainfall, that is, the climate variable with the highest spatial–
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temporal variability and also a fundamental driver of processes related to the occurrence
of natural disasters (floods and landslides) or extreme events (drought and wetness) [36].
The temperature data were also used to develop and implement the DSS in a real case, i.e.,
to predict values and monitor frost phenomena on a continuous spatial scale, especially
those declared by farmers to request financial support from the Region.

We used a subset greater than 30% of the available data from stations to test our
algorithm AIDW compared to the common IDW.

Network density is one station every 108 km2, and there is a maximum elevation
difference of more than 600 m (from the highest to the lowest).

Monitoring networks are physical systems similar to graphs, in which a set of nodes
(the stations) are connected using doubly oriented arcs. In the field of information theory,
each station (node) can be considered a source of information where the latter is transmitted
through hypothetical virtual channels (arcs) from one node to another. It is known that
monitoring networks are designed with a degree of redundancy [37] to pass the known
information that is measured in the node to the whole scale [38–40]. This scale jump occurs
by superimposing a regular grid to the area of interest and estimating the values of the
variable observed in the nodes in the grid points. The estimate, in general, takes place
by averaging the observed values in the nodes that are placed around the points of the
estimation grid. The weights’ values mainly depend on the intensity of the spatial influence
that exists between the point of the grid and the nodes that surround it.

2.3. The Inverse Distance Weighted Algorithm Implementation

The Inverse Distance Weighted (IDW) method calculates the distances between the
point of which to estimate value and the nodes of the network that fall within a predefined
surrounding distance, implementing the assumption that things that are close to one
another are more similar than those that are farther apart [41].

These distances are added together, and each is standardised for the sum. Each node
is pre-multiplied by the weight obtained at the value observed, and the estimate of the
unknown node is the result of the average weighted values.

The weights assigned to the interpolating points are the inverse of their distance from
the interpolation point. Consequently, the close points are made up to have more weights
(so more impact) than distant points and vice versa.

With IDW methodology, the point to estimate is called k, and the nodes of the network
that surround k are designated with the index i:

di,k (1)

with i = 1, . . . , N, it is the vector of the inverted distances in the N nodes of the network;

xi (2)

with i = 1, . . . , N, it is the vector of the observations in the N nodes of the network;

N

∑
i=1

1
di,k

= d̂k (3)

This is the sum of the inverted distances useful for weight standardization;

xk =
N

∑
i=1

1
di,k

d̂k
·xi (4)

This is the estimate of the value of the variable of interest in the unknown point.
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2.4. The Augmented Inverse Distance Weighted Algorithm Implemented

The IDW method is improvable because the distance between the unknown point and
the observation nodes of the network, although important as an indicator, may not be the
only factor to consider. Therefore, to obtain a more reliable estimate, other elements could
be considered in defining the weights attributed to the observed values. It is clear that
these new elements to be considered are not absolute but depend strictly on the variable
that is intended to interpolate. In the specific case in which the climatological variables
of interest are the rainfall and temperature, an element that must undoubtedly be taken
into consideration is the difference in elevation between the point to be estimated and the
respective nodes of the network to provide more relevant results for mountainous regions
where topographic impacts on precipitation are essential [42].

The methodology AIDW has been implemented considering the monitoring network
with the station representing the nodes using topographic data [43].

The matrices and weights will follow the formulas given below according to the
hierarchical order of application:

Calculation of distances:

d̂k =
N

∑
i=1

1
di,k

(5)

with

d̂i,k =

1
di,k

d̂k
(6)

Calculation of heights:

∆̂hi,k =

1
∆hi,k

∆̂hk
(7)

with

∆̂hk =
N

∑
i=1

1
∆hi,k

(8)

Calculation of weights:

Wik =
1
2

(
d̂i,k + ∆̂hi,k

)
(9)

Weighted average:

x̂ =
N

∑
i=1

Wi,k·xi (10)

with i = 1, . . . , N as the vector of the N nodes of the network.
The values in the nodes will be multiplied by the Wik weights and average (according

to Equation (10)), obtaining the estimate at the unknown point. The methodology is
susceptible to improvement through the introduction of other descriptors (topographic
and not) such as distance from the sea (for precipitation and humidity) or indicators
of correlation between stations (in the case of significant morphologic variation), which
requires further in-depth activities as they are site-specific.

The AIDW algorithm has been implemented based on a decision tree diagram im-
plemented through an if-then-else nested statement in the open-source scripting language
python [44]. Python is a high-level language, object-oriented, suitable among other uses
to develop scripting because it is portable, rich in libraries, and so can be integrated with
other languages with a consistent number of python bindings [45] that are packages and ex-
tensions tools for programming and manipulating the Geospatial Data Abstraction Library
(GDAL) [46]. So, we used the following Free and Open-Source libraries. The main python
modules implemented are osgeo, ogr, gdal, pyproj, Proj, transform, math, datetime, itemgetter, etc.

This DSS is based on the geographical characteristics of stations, their mutual position,
the availability of data of neighbouring stations and the standard deviation of the values
measured by both neighbouring and total stations.
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In Figure 2, we report the rules implemented in the decision algorithm to be replicated
in other contexts and according to one’s needs. All the rules implemented have been subject
to validation and contextualized to the geomorphological and meteorological peculiarities
of the Puglia region territory.

Figure 2. The decision framework for the AIDW algorithm implemented in the Decision Support
System for agricultural purposes. Legend. Colour red: input and output data. Colour green: box for
choosing alternatives (T = True, F = False). Colour blue: operation to be performed. Colour white:
operation to be performed until the condition is verified.

To represent the decision framework, different colours have been arbitrarily chosen to
identify the various phases of procedural programming represented by blocks of source
code (called sub-routines or procedures in computer language). Each is characterised
by the fact that performs a specific function within the whole program. Typically, such
sub-routines are identifiable as decision-making statements that guide a program to make
decisions based on specified criteria.

Coloured red blocks represent input and output data. The critical aspects that will
have to be considered are mainly those related to the distribution of weather stations in
the territory. In fact, in some areas, it is not possible to provide reliable data, while in
certain conditions it is suggested to provide output data in an interval calculated by an n.
3 standard deviation value of the considered stations to provide as output a confidence
interval [47].
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In this case, the first station closest to the point to be calculated is more than 5 km
away and the second more than 10 km (these values are empirical and came from our tests
in very extreme situations), so we suggest multiplying with a coefficient up to 4 [47]. It is
known that the confidence interval represents the range of values in which it is likely to
find the predicted value accurately. It corresponds to 68% of possibility if it varies by the
value of the standard deviation, by 95% if it varies by the value of the standard deviation
multiplied by 1.96, and up to 99% if the coefficient with which to multiply the standard
deviation is 2.58 [48].

2.5. Cross-Validation

A comparative analysis between the results obtained by applying our augmented
algorithm and the classical inverse distance weighted is shown and discussed.

To validate the predictive model and verify the reliability of the results, Cross-Validation
(CV) or the so-called “leave-one-out” technique, which is a statistical resampling method,
has been used [49].

Cross-validation involves eliminating each observation, estimating the value at its site
from the remaining observations and comparing the predicted value with the measured
value. This procedure is a rapid, inexpensive approach for comparing predicted and
measured values and is closely related to the statistical method of jack-knife estimation [50].

Proceeding in this way, we selected 28 stations in slightly different microclimatic
conditions relative to the stations that surround them (based on our knowledge of the area)
and stations that do not have many other stations nearby or surrounding and applied the
CV technique. For each station considered to validate the method, the corresponding series
was removed from the dataset; the precipitation and temperature values were calculated
at the station’s location. Then, the calculation of the performance indicators, as described
below, was performed and we compared the expected results (calculated with our AIDW)
with those measured by the station whose series, as we said before, was removed from the
dataset to apply these tests.

To evaluate the performance of the spatial interpolation results made with AIDW,
three different statistical scores, among the most commonly used accuracy measures, have
been calculated for both spatial interpolation methods (IDW and AIDW), and then the
results were compared.

Performance evaluation criteria used in the current study have been calculated using
the average of the absolute values of errors between the measured and calculated data
(MAE) [51,52], the Root-Mean-Square Error (RMSE) [51,53] and the average of the ratio
between the measured and calculated data and measured value (MRE) [54], computed
as follows.

The Mean Absolute Error (MAE) is the average of all absolute errors. The formula is:

MAE =
1
n

n

∑
i=1
|xi − x| (11)

where:
n = the number of the measures;
|xi − x| = the absolute errors between measured and predicted values.
The Root-Mean-Square Error (RMSE) is a common way to measure the error in pre-

dicting quantitative data, the formula is:

RMSE =

√√√√ n

∑
i=1

(xi − x)2

n
(12)

where:
xi are the observed values;
x are predicted values;
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n the number of observations.
Mean Relative Error (MRE) is also computed starting from Relative Error (RE) for each

data set. The formula is:

MRE =
1
n

n

∑
i=1

REi (13)

where n is the number of datasets and with:

REi =
|xi − x|
|xi|

(14)

Each of these statistical error indicators emphasizes different features of the results
and provides specific information on the true reliability of the method. As for indicators of
the spatial interpolation scheme performance and the estimated values’ accuracy, each of
them presents some inherent drawbacks associated with its definition.

MAE and RMSE are measures of accuracy of the interpolation, which should be as
small as possible for more accurate interpolation [55]. MAE is conceptually simpler and
more accessible to interpret than RMSE. Being only the average vertical or horizontal
distance between each point, it represents the absolute difference between the predicted
and measured values. The RMSE is mainly related to the standard deviation of forecast
errors and therefore has a solid statistical sense. The squared function is very sensitive to
extreme values as it puts much weight on significant errors [56] and errors smaller than
one [57]. Compared to the previous MAE, RMSE involves squaring the differences so that
a few significant differences will increase the RMSE to a greater degree than the MAE [58].
The RMSE value measures the absolute error in which deviations are squared to prevent
positive and negative values from cancelling each other out. Therefore, with this measure,
the errors of greater value are amplified, a characteristic that can eliminate the methods
that have the most significant errors.

MRE is also used to measure the accuracy (closeness of the measurements to a specific
value), which is the ratio of the absolute error of a measurement to the measurement being
taken; in other words, this type of error is relative to the size of the item being measured.

3. Results and Discussion

Below, we report the results of the monthly cumulative rainfall, known as the climate
variable with the highest spatial–temporal variability [36], as the hourly values of the
temperatures showed minor variations. Therefore, the discussion would not be interesting
for the reader.

In the following part, we report the results from different test stations located through-
out the territory (Figure 1b) selected based on different altitudes, knowledge of different
microclimatic conditions due to different factors such as the presence of nearby karst gorges,
steep slopes or strong wind, or because of secluded positions in the sense that other stations
do not surround them. We report for each of them the coordinates, the elevation, and
the calculated values, proceeding with the CV validation technique of the performance
indicators for MAE, RMSE and MRE for both AIDW and IDW. Since these are indicators of
accuracy, the logic is “the smaller, the better”; i.e., the best is the one that takes the smallest
value. The difference is not great but still significant given that the sample is large. In
addition, we report in columns a, b, c and d some test results obtained comparing the
indicators in a way that is understandable to the reader, i.e., 1 if true, 0 if false (Table 1).

From a descriptive point of view, the MAE minimum values were calculated for the
Bari Osservatorio station and the maximum for Bosco Umbra. For RMSE, the minimum
was found in Ostuni and the maximum was always in Boso Umbra. Finally, for MRE, the
minimum for AIDW was in Cagnano Varano and IDW was in Foggia Osservatorio, while the
highest was in Bari Osservatorio.

The value calculated for AIDW is less than that calculated for IDW for n. 23 out of
28 cases for the EAW, 22 out of 28 for RMSE and 20 out of 28 for MRE.
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Table 1. Summary table of the results obtained through the cross-validation technique and the application of the performance indicators to the predicted values with
both AIDW and IDW.

Station Name X (WGS84
UTM33N)

Y (WGS84
UTM33N) Elevation (m) MAE AIDW MAE IDW RMSE AIDW RMSE IDW MRE AIDW MRE IDW a b c d

Altamura 630998.1 4520285.1 482 1.285 1.651 2.603 2.742 0.798 0.915 1 1 1 1
Andria 608484.7 4564039.9 162 1.302 1.532 2.58 2.713 1.538 1.764 1 1 1 1

Bari Osservatorio 657148.7 4553462.8 34 0.853 0.895 2.687 2.727 2.51 2.53 1 1 1 1
Bosco Umbra 582616.4 4629940.4 798 40.472 49.962 57.167 69.01 0.544 0.604 1 1 1 1

Cagnano Varano 563907.1 4630768.9 181 18.298 22.088 27.638 32.821 0.354 0.393 1 1 1 1
Canosa di Puglia 589011.6 4564170.4 154 9.59 10.559 13.968 14.665 0.434 0.542 1 1 1 1
Castel del Monte 607008.9 4548253.3 543 10.891 12.258 15.604 17.532 0.359 0.3487 1 1 0 0

Cerignola 575810.8 4568397.3 134 9.524 9.799 14.136 14.134 0.361 0.415 1 0 1 0
Faeto 513658.1 4574523.6 776 18.198 21.136 26.913 30.886 0.469 0.482 1 1 1 1

Foggia Osservatorio 545323.2 4590048.3 82 6.592 18.213 9.92 22.736 0.994 0.242 1 1 0 0
Gallipoli 755424.5 4438104.3 31 14.421 18.285 21.706 27.312 1.001 1.269 1 1 1 1
Lesina 529318.2 4634539.7 13 15.609 20.296 22.272 27.745 0.58 0.815 1 1 1 1
Maglie 780678.2 4446165.2 102 16.387 15.266 25.21 23.875 0.483 0.445 0 0 0 0

Mercadante 643260.5 4527900.7 393 9.788 14.002 14.517 20.750 0.407 0.533 1 1 1 1
Minervino Murge 591064.4 4547652 454 14.455 15.201 21.912 23.975 0.5238 0.456 1 1 0 0

Monte Sant’Angelo 580020.1 4617529.6 817 31.072 23.303 44.037 37.777 0.888 0.494 0 0 0 0
Monteleone di Puglia 521705.7 4556971.7 844 17.303 16.103 24.054 22.647 0.387 0.361 0 0 0 0

Ortanova 559151.7 4575168.9 80 10.031 11.373 14.655 15.769 0.489 0.674 1 1 1 1
Ostuni 717709.9 4511508.1 234 1.465 1.915 2.529 2.687 0.38 0.41 1 1 1 1
Otranto 797186.8 4449554.4 29 19.485 20.424 32.041 33.768 0.697 0.747 1 1 1 1

Pietramontecorvino 510754.6 4599088.4 225 21.552 20.281 32.161 30.353 0.375 0.46 0 0 1 0
Presicce 779316.6 4421387.7 105 17.573 20.337 29.074 34.574 0.719 0.71 1 1 0 0

San Giovanni
Rotondo 558967 4617451.4 572 18.855 22.163 27.969 32.652 0.426 0.423 1 1 0 0

Sannicandro
Garganico 546701.7 4631844.5 236 20.781 23.665 32.693 37.232 0.415 0.466 1 1 1 1

Santa Maria di Leuca 787239 4410792.4 26 18.084 19.071 27.272 28.871 0.886 1.07 1 1 1 1
Spinazzola 592315 4535068.4 458 13.928 12.775 19.764 17.861 0.492 0.524 0 0 1 0

Taranto 690795.7 4481728 27 9.584 15.934 14.442 21.804 0.549 0.984 1 1 1 1
Vieste 597511.9 4637115.5 53 15.835 16.576 22.974 23.581 0.701 0.76 1 1 1 1

TOT 23 22 20 17

Legend. Results of the comparison tests between the performance indicator for AIDW and IDW according to the rule if AIDW < IDW is true then 1, otherwise 0, for: (a) MAE. (b) RMSE.
(c) MRE. (d) Result of the comparison test between of the agreement of the three indicators, if all three are 1 then the value is 1, otherwise 0; TOT is the sum of the calculated values
present in the column above.
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This implies that for the test stations considered for the data series, i.e., accumulated
monthly rainfall in 10 years, considering only one of the performance indicators, the results
obtained for AIDW are better performing than those obtained on IDW from 71% to 82%.
For 16 stations, i.e., 57% of the test stations, all three indicators are aligned, i.e., the value
calculated for AIDW is always lower than that calculated for IDW. In all these cases, the
AIDW is better than the simple IDW.

These stations vary between those at low altitudes and close to the sea, for example,
Taranto, Santa Maria di Leuca, to the one with a high altitude and a considerable distance
from the sea, that is Faeto. It is reported that most of the stations where there are no corre-
spondences between the three performance indicators are located at high altitudes where
the climatic conditions are very variable and where mountain ranges could also act as a
barrier to precipitation carried by air currents. These stations are, for example, Bosco Umbra,
Monte Sant’Angelo, Monteleone di Puglia (in the latter two, IDW seems to perform better than
AIDW). In these last two stations, we must recognize that the introduction of the weight
of the altitude in the calculation of the spatialized value negatively affects the prediction
(this may be due to the strong wind recorded). As can be seen from the map in Figure 1b,
the Faeto station is positioned near two other stations, making the output data much more
reliable. Otherwise, the Monteleone di Puglia and Monte Sant’Angelo stations not only are
not near other stations, but they are not even surrounded by other stations and, being
also in situations of different microclimate, the introduction of the altitude is a factor that
could increase the error because another variable influences the precipitation, that is the
wind. Therefore, if a station is not surrounded by others, further investigations should
be made before introducing the quota, perhaps using the method based on these three
performance indicators, while if we do not fall into these situations, the AIDW algorithm is
more performant and this must be taken into consideration also given that it is possible
to implement it with open-source software, it is low cost and can be integrated into other
complex DSS systems.

Finally, regarding the distances from the sea, the rainfall values do not seem to be in-
fluenced by this parameter which could undoubtedly be helpful in the case of spatialisation
of the absolute and relative humidity values.

Comparing our AIDW with previous studies, we can consider it a good compromise
between deterministic (IDW) and geostatistical (OK, KED, COK, EBK) methods. On the
one hand, deterministic methods are based on “the postulation that the rainfall value at an
unsampled point can be estimated as the distance-weighted average of the rainfall values
at sampling points” [32]. On the other hand, geostatistical interpolation algorithms involve
the use of variables associated with the measured points in the prediction of the values in
unknown points [32]. Our implemented algorithm combines both approaches considering
different parameters, “in our case elevation”, associated with available data to improve
missing data prediction. Usually, previous studies demonstrated better accuracy of more
sophisticated geostatistical methods, e.g., KED and COK [32,59], than deterministic ones in
terms of applicability to rainfall estimation.

However, some authors [59] observed similar good performance between IDW and
OK for precipitation estimation. Furthermore, the great advantages of our AIDW are its
simplicity and speed in returning information (a few seconds of computational time). The
information is provided on demand in a point-like manner.

Therefore, it is not necessary to have large servers for storing information as high-
resolution distribution maps are not produced. This is translated in an easy, rapid and
low-cost customizable tool.

The effect of implementing algorithms adding complementary information on rainfall
data should depend on the level of correlation among variables and the richness of pluvio-
metric stations. Usually, high estimation accuracy is obtained when a very dense station
network is available [60]. However, the accuracy of estimation is also highly correlated
to the study area, time scale and precipitation. Therefore, there is no method appropriate
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for all circumstances and sometimes the efficiency of more sophisticated algorithms is not
greater than that of simple ones [60–63].

4. Conclusions

Geospatial interpolation, implemented through the introduction of other factors into
the weight calculation and through low-cost and open-source scripting languages, whose
paradigm is based on an Augmented Inverse Distance Weighted algorithm, allow deriving
more accurate pluviometric and thermometric values for unknown points. This is very
useful for evaluating frosts, drought events and consequently better managing crop damage
and related compensation. For example, this application proved to be very useful for
identifying claims that were not truthful and for which compensation for crop loss was not
provided. The algorithm created represents a solution implemented in on-demand mode
as it can respond to different requests that must make use of different input data: if there is
a request for compensation due to drought or frost, it can occur if the request is appropriate
and follows up on refunds. This is the main application it carries out to date.

The methodology implemented also allows us to understand the geographical areas
that need a greater concentration of monitoring stations, increasing network density. These
considerations can be extrapolated from the calculated values of performance indicators,
which prove to be very useful for understanding the added value of spatialized data,
making us understand, at the same time, which factors most influence the recorded values
and which must be considered for a more precise spatialisation.

This methodology could also be adopted, for its simplicity of implementation in any
context, from applications for local administrators to applications in the search field, for
example, the integration for a more accurate calculation of various climatic and bioclimatic
indices and graphs [64–67] or to improve local weather reports.

All these indexes can provide more detailed and more functional information for
adequate agricultural management, giving simple information of immediate use for the
application and execution of various administrative procedures related to the management
of agro-ecosystems.

Moreover, following simple precautions, they can be used in the different regional
territories of reference following the project’s specific needs that arise from the bodies
responsible for the local government.

With regard to the data available, the processing of the information provided by the
various monitoring stations can also provide an overview of the current climate change
trends and allow the adoption of appropriate strategies for reducing impacts in the agri-
cultural sector. It is known that any changes in the frequency and intensity of extreme
events can significantly impact society, agriculture, industry, and a functional ecosystem.
An evaluation of historical data, whose historical series can also be reconstructed with this
proposed methodology where they were not available, is essential for providing indications
on trends and better planning of management policies considering site-specific conditions.
From the analysis of a robust dataset indicating the current climatic trend, it is potentially
possible to reduce the risks deriving from phenomena, such as intense precipitation (floods
and landslides) and other risk factors such as population density and policies related to
land utilisation.
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